Complexity Theory : Exercise 2
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Please write clear and precise answers. A 10 point bonus is given for printed solutions.

1. (Diagonalization) Let coNTIME(t(n)) = {L:L € NTIME(t(n))}. Show that there is a lan-
guage L € coNTIME(n®) such that L ¢ NTIM E(n?). Give a direct proof.

2. (Padding arguments) Let L be a language and ¢ : N — N be a function. We define L; = {1t(|x‘)0 ox:x € L}
and call it the padded version of L using ¢.

(a) Show that if £(n) is a valid time function then L € TIM E(t(n)) implies L; € TIM E(n).
(b) Show thatif NTIM E(n) C TIM E(n?) then NTIME(n%) C TIME(n'?).
(¢) Show thatif NTIM E(n) C TISP(n'?,n%2%) then NTIM E(n'") C TISP(n'?,n?).

(d) Let NEXP = UX NTIME(2™). Show thatif NEXP # EX P then NP # P. (Hint: use
padding).

3. (Oracles)

(a) Show that NPPSPACE — pSpACE. Conclude that PPSPACE — Ny pPSPACE

(b) Let Exact—Clique = {(G, k) : G is a graph, k is an integer, and the largest clique in G is of size k}.
Show that Ezact — Clique € PN,

4. (Definition of the polynomial time hierarchy using oracles) Show that ¥ = N PNP_(Hint: the hard
containment is that N PN C 325 If you can’t solve the general case try to prove the special case in
which the N PN? machine makes only one call to its oracle.)



