How Deep Learning Tools Can Help Protein Engineers Find Good Sequences
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ABSTRACT: The deep learning revolution introduced a new and efficacious way to address computational challenges in a wide range of fields, relying on large data sets and powerful computational resources. In protein engineering, we consider the challenge of computationally predicting properties of a protein and designing sequences with these properties. Indeed, accurate and fast deep network oracles for different properties of proteins have been developed. These learn to predict a property from an amino acid sequence by training on large sets of proteins that have this property. In particular, deep networks can learn from the set of all known protein sequences to identify ones that are protein-like. A fundamental challenge when engineering sequences that are both protein-like and satisfy a desired property is that these are rare instances within the vast space of all possible ones. When searching for these very rare instances, one would like to use good sampling procedures. Sampling approaches that are decoupled from the prediction of the property or in which the predictor uses only post-sampling to identify good instances are less efficient. The alternative is to use sampling methods that are geared to generate sequences satisfying and/or optimizing the predictor’s desired properties. Deep learning has a class of architectures, denoted as generative models, which offer the capability of sampling from the learned distribution of a predicted property. Here, we review the use of deep learning tools to find good sequences for protein engineering, including developing oracles/predictors of a property of the proteins and methods that sample from a distribution of protein-like sequences to optimize the desired property.

INTRODUCTION

Engineering proteins calls for designing or identifying protein sequences that will fold into viable proteins to perform a useful technological or biomedical function.1 The amazing range of biological functions performed by natural proteins leads one to believe that this can be accomplished. The challenge is finding such a sequence among the vast number of possible chains (e.g., there are $20^{200}$ possible chains of length 200).1b That there are so many possible sequences implies that only a minute fraction can be considered. This means that one can benefit greatly from optimizing the procedure of finding these sequences. Here, we review in-silico procedures and, more specifically, ones that rely on deep learning, to help with this task. Several recent reviews offer complementary perspectives on these topics.1a,2

Deep learning has shown significant progress in the past decade and has become a main driver of applications in many domains. We list a few: face/object recognition and analysis,3 natural language and speech processing,4 recommendation systems,5 protein structure prediction,6 GO playing, and autonomous vehicle control.7 There are several factors that explain the tremendous advances in deep learning. The first two are large (and even huge) amounts of labeled data and powerful hardware that can process it in parallel and at high speed. The third factor is conceptual. Deep networks learn complex (hierarchical) features and a task over these features (e.g., classification, regression) in a single model with millions of parameters. These parameters are learned automatically when training the network by minimizing integrated and well-designed loss functions with the back-propagation algorithm and using improved optimization techniques.8 This is very different from the traditional approach that applies machine learning models over hand-crafted features. Designing such hand-crafted features requires both effort and expert knowl-
edge, and success is not always guaranteed. The overall result is that deep models are much more accurate than traditional ones. Finally, implementing a tailored deep network is a relatively straightforward task due to widely available high-level open-source libraries (e.g., Keras, Pytorch, and TensorFlow).

Protein engineering can be implemented using two fundamental tools: (1) selection, to keep only promising leads that optimize a desired property, and (2) the generation of novel candidate sequences (sampling sequence space), including ones that can be selected to have the desired property. For the selection task, computational tools can be developed to predict if an amino acid sequence has some desired properties. This is analogous to the physical selection of fit sequences in an experiment. In computer science lingo, these tools are called “oracles”, and deep learning can contribute to designing accurate and fast oracles. More interestingly, deep networks can also contribute to the task of generating novel candidate sequences. Specifically, deep models offer many tools for sampling, either in the vicinity of a given sequence (akin to random mutagenesis) or even a more general sampling. Sampling is implemented via the so-called generative models and can be guided by the distribution learned from the data (implying it will generate only protein-like sequences) and tuned to optimize a desired property such as that predicted by a given oracle. These tools can then be used in an in-silico process that mimics the physical experiment of directed evolution: random mutagenesis could be replaced by a more sophisticated sampling of novel sequences, and an oracle could be used to evaluate the generated sequences in the selection step. By using the oracle’s predictions to keep only promising leads, one can optimize the desired property.

Here, we survey deep-learning-based computational tools that were designed for in-silico protein engineering. Our focus

Figure 1. Designing deep network oracles to predict protein properties and samples to generate new sequences with predefined properties. (A) For the sake of illustration, we show the space of all possible amino acid sequences as a box. Among these sequences, some are protein-like (i.e., they are sequences that were selected by evolution to fold and function). Each point marked in this space represents a known protein sequence. (B) To train a deep network oracle, labeled samples are needed. Here, these are shown as points, within circles that correspond to their labels. The labels can be represented by a discrete set of values indicating a class (top; shown as the red/green/cyan classes) or by a continuous numerical value representing a property (bottom; the range of numbers is shown as a color scale). The trained oracle can then predict, given a protein sequence (or a point), the class (top) or the property (bottom). Hence, the oracle learned either a partitioning of protein sequence space (top, shown as differently colored regions) or a function over this space (bottom; shown as contour lines). (C) The goal of the sampler is to generate sequences that are not among the known proteins. We marked these with a star. Here, we show a conditional sampler: the top sampler generates a sequence that is defined by the class (top; here it generated a sequence that is not a known protein and belongs to the cyan class) or by the property desired (bottom; here the sample generated a sequence that is not a known protein in the region characterized by the yellow range).
is on deep learning methods for a better sampling of the sequence space, namely, the sampling of novel sequences that will have a desired property. To do this, different deep learning tools are used, each with its own nuances. To review these topics, we first offer a high-level summary of oracle design, focusing on deep learning oracles. Then, we briefly describe the theoretical background of deep generative models that can be used for the sampling of protein sequence space. Finally, we survey studies that used these generative models for efficient sampling, emphasizing the innovative uses of oracles to guide generative model design.

■ FAST AND ACCURATE DEEP LEARNING ORACLES FOR PROTEIN DESIGN

The first computational tool needed for in-silico protein engineering is an oracle. The oracle, when given a protein sequence as input, predicts if this sequence encodes a valid protein and if it has a particular property. Oracles either predict the presence of a property for the input sequence (for example, if a label, such as a specific SCOP fold, should be assigned to it) or predict a numerical estimate to score a property (Figure 1). In other words, the oracle implements either a partitioning of sequence space according to the labels or a function over sequence space.

Oracles, or in-silico tools that predict protein properties, were developed long before deep learning emerged within this field. Surveying computational methods for predicting protein properties from their sequences is obviously far beyond the scope of this review. In fact, oracles vary in their approaches, including, for example, focused machine learning (ML) software tools developed on relatively small data sets (e.g., random forests as in Müller et al.12). Oracles are also tools that derive properties of homologous proteins found using a sensitive sequence search (e.g., with HHSearch13 or HMMER14). Finally, oracles are also comprehensive scientific packages such as Rosetta15 that can fold the protein in silico to predict its properties.

When machine learning, particularly deep learning, is used to design an oracle, this is typically viewed as a “supervised learning” task. To this end, one has to collect enough instances of proteins with this property (denoted “labeled sequences”) and use them to train the oracle. The trained network, or the oracle, learns the statistical relationships within the set of sequences that have this desired property: namely, it encodes these in the parameters of the deep network. Notice that ML models can infer biological properties of unseen sequences without understanding the physical or biological mechanisms. In other words, neither the network nor the person who designs it needs to understand these mechanisms, but, of course, protein domain knowledge is invaluable when designing oracles. Another advantage that deep network oracles have with respect to physics-based tools, which fold the protein sequence to measure its properties, is that they are much faster. The difference in speed can be several orders of magnitude. Thus, deep networks offer an attractive computational approach for oracle design.

Designing a deep learning oracle requires selecting the target function and choosing a meaningful representation of the protein sequence and the so-called architecture of the network. Any biologically meaningful target function can be studied if one can collect enough labeled data or sequences for which they have trusted measures of that target function. There are many examples of deep network oracles that have been designed for different target functions. The most well-known oracles are the ones that predict protein structures from a sequence6 including ones that shined in the last CASP experiment.8 Other examples of deep network oracles include predicting the effects of single mutations,11,17a predicting protein function19 (using the GO anthology10 or EC numbers21), predicting if a sequence is an AMP,22 predicting the protein family/superfamily/fold,10,23 and predicting the protein stability, localization, or fluorescence intensity.6,17,23b

Most deep learning oracles for studying proteins use off-the-shelf architectures implemented with deep learning software libraries. The choice of the architecture is dictated by the representation (e.g., sequence, matrix/tensor, graph) and the amount of training data. Each architecture exploits specific structure and correlations in the input and provides a so-called inductive bias in learning. In the case of protein engineering, the input to the oracle is a sequence, so the architecture should be able to process sequential data of varying length. The varying length can be handled naturally by some deep architectures (e.g., fully convolutional networks) by using a fixed-length description that describes the protein as a whole, or by a simple heuristic that adds a padding symbol for augmenting shorter sequences. The most common choice for processing sequential data has been Recurrent Neural Networks (RNNs) and their variants, including LSTM,24 attention models25 that target longer sequences, and mLSTMs26 that offer better expressiveness. For example, RNN-based oracles were used for predicting protein functions.17a,19 Dilated CNNs27 and dilated residual networks28 are also common for modeling sequential data. CNN-based oracles were considered in references 16 and 17b.

Finally, a transformer and its variants46 provide depth (in terms of network processing layers), high expressiveness, and sequential input/output. A nice property of all of these architectures is that they naturally lend themselves to self-supervised training.

A common approach to leveraging a large set of unlabeled data is using self-supervised learning to train a network. This allows the network to learn statistical relationships within the input space. When trained on protein sequences in a self-supervised manner, the network is tasked with predicting parts in the sequence that were deliberately hidden from it (either the next amino acid, given a prefix,17a or masked amino acids23b,29). Thus, the self-supervised training does not require any property labels and can use all known protein sequences. The network learns meaningful features for “protein-like” sequences (i.e., sequences that survived evolution and can fold and function). Each amino acid in a protein sequence has its physical properties (e.g., hydropobicity, charge, or size), which is only implied in the sequence representation. Theoretically, one could imagine hand-crafting a representation of the protein that includes all (and only) relevant features. The advantage of learning and embedding is that the network learns these features from the data and on its own.16

This step is also called pretraining due to how one plans to use the resulting network. This resulting network can be fine-tuned more quickly and more accurately to perform a specific downstream task using a smaller labeled set. Alternatively, it can be configured to output a fixed-length representation of the input sequence, which constitutes a new compact representation that encodes important and relevant properties. These can be used for visualization, additional analysis, or even as a new data set for training machine-learning oracles. This approach
was popularized in natural language modeling and is thus referred to as a language model. Several language models were developed for protein sequences, with the goal of capturing semantically meaningful representations. These models include simple word embedding, LSTM and its variants (e.g., ELMo and mLSTM), a transformer and its variants, and generalizations (e.g., Bert, Albert, Transformer-XL, and XLNet). Transformers offer a larger capacity than LSTM while keeping computations feasible due to parallel computations that are impossible in RNNs. Another advantage of BERT over LSTM is that it incorporates context from the entire sequence, while LSTM is directional. In ELMo, this is compensated for by first pretraining on sequences and their reverse and then concatenating the output of unidirectional models applied in both directions. This does not allow the language model to use bidirectional context during training, but it allows supervised networks to combine context derived independently from both sides. Indeed, language models of proteins based on transformers have been shown to perform better than LSTM models. This could be attributed to both the larger capacity and the bidirectional context. However, one-directional models with an additional increase in capacity failed to outperform autoencoding (BERT) and bidirectional models, indicating that capacity is not the only requirement and bidirectional context plays an important role.

Representations, learned by a language model, are validated in two indirect ways: (1) comparing known relationships among amino acids or among proteins to the relationships among their representations and (2) testing the success of the language model in downstream tasks. For per amino acid, the relationships among their representations can be visualized in low dimensions after using a similarity-preserving projection such as PCA or t-SNE: Alley et al., Rives et al., and Filipavicuicis et al. show that their language models successfully cluster amino acids of similar known properties (size, charge, and hydrophobicity). Bileschi et al. further show that the similarities among the amino acid representations is similar to BLOSUM62. For full sequences, Alley et al. show in their language model that proteins from similar organisms have similar representations, as do proteins with similar structural characteristics. Rives et al. show that homologous proteins have similar representations. Moreover, in Bileschi et al. the downstream task was identifying homologues, and they show that using distances among embedded sequences suffices for this task. Indeed, that a language model captures similarity information means that it includes information about the position of the sequence within the protein space. Many different downstream tasks were used to validate language models: these include a prediction of per residue structural properties (disorder and secondary structure), protein classification (e.g., SCOP/enzyme class or GO label), subcellular localization, thermostability, or homology detection. As Rao et al. argue, language models can be compared on the basis of their downstream task performance only if the same task and data sets are considered because the performance is due to both the language model and the oracle or otherwise to the specialized network that uses it. They curated five such tasks to compare language models, and their results suggest that different language models excel at different tasks, leaving more room for improvement on this front.

It should be noted that the overall prediction accuracy was not high in any of the language models. Some of the error is due to inherent ambiguity (or noise), but not all of it. While all protein language models are based on the assumptions that protein sequences are similar to sentences in natural language, one can argue that the similarity is in representation only but the structure of the correlations could be different. Consequently, building models with inductive bias that focuses on proteins is an important future research challenge.

### QUICK INTRODUCTION TO GENERATIVE MODELS

Generative models summarize the information about the data set \( D \) using a finite set of parameters \( \theta \). The parameters are estimated by minimizing some notion of distance between the model distribution (from a chosen family, e.g., Gaussian distributions) and the data distribution. Generative models are used for three tasks, all employed in protein engineering: (1) density estimation: given a data point \( x \), estimate the probability \( p_{\theta}(x) \); (2) sampling: generate a new data point from the distribution \( x_{\text{new}} \approx p_{\theta}(x) \); and (3) unsupervised representation learning: when the labeled data set is sparse or even unavailable, one can use generative models for unsupervised pretraining of the model to derive a meaningful representation for a data point \( x \). We provide a brief overview of a few popular generative models.

**Autoregressive Models.** Protein sequences are ordered strings. For this type of multivariate random variable \( x \), one can factorize the probability \( p(x) \)

\[
p(x) = \prod_{i=1}^{n} p(x_i|x_{1:i-1}) = \prod_{i=1}^{n} p(x_i|x_{<i})
\]

where \( x_{<i} = [x_1, x_2, \ldots, x_{i-1}] \) denotes the vector of random variables with an index of less than \( i \). Here, the distribution for the \( i \)th random variable depends on the values of all of the preceding random variables in the sequence \( x_{1}, x_{2}, \ldots, x_{i-1} \). One can use parametrized functions (e.g., those implemented by neural networks) to predict the next element given all of the previous ones. For a categorical distribution (such as a protein sequence of amino acids), a softmax is used to transform a vector of \( K \) numbers (typically, for amino acids \( K = 20 \)) into a vector of \( K \) probabilities (non-negative that sum to 1):

\[
\text{softmax}(\vec{y}) = \text{softmax}(y_1, \ldots, y_K) = \left\{ \frac{\exp(y_1)}{\sum \exp(y_i)}, \ldots, \frac{\exp(y_K)}{\sum \exp(y_i)} \right\}
\]

To control sequence variability while sampling, it is common to incorporate a temperature factor \( T \) into the softmax, and picking an amino acid at a sequence position \( i \) is done with a temperature-controlled probability:

\[
p(y_j) = \frac{\exp(y_j^{1/T})}{\sum \exp(y_j^{1/T})}
\]

Autoregressive models are general and can represent any possible distribution over \( n \) random variables. Even though the space complexity for such a representation grows exponentially with \( n \), density estimation in autoregressive models is both simple and efficient on modern hardware. However, sampling from an autoregressive model is a sequential procedure, which is slow. Teacher forcing is used in training and not in sampling;
The generation process in VAE is performed by learning of latent space. They are less useful for evaluating sampling procedure, and are suitable for the unsupervised training sample in a latent representation and decoding it back meaningful information in the latent space by encoding the generative process can be viewed as a probabilistic model.

Energy-Based Models. Any function $f_{\theta}: \mathcal{R}^d \rightarrow \mathcal{R}$ can be transformed to a distribution by exponentiation and normalization,

$$p_{\theta}(x) = \frac{\exp(-f_{\theta}(x))}{Z(\theta)}, \quad Z(\theta) = \int_{\mathcal{R}^d} \exp(-f_{\theta}(x)) \, dx$$

This provides no restriction on $f_{\theta}$ but even when $f_{\theta}(x)$ is easy to compute (e.g., using a neural net), the density $p_{\theta}(x)$ is hard to normalize. Also, it is hard to train the model because one cannot run back-propagation through the generation process. Rather, to compute gradients, computationally expensive MCMC sampling is required. Once the model is trained, MCMC is also used for sampling.

Energy-based models offer a flexible class of models, but the above-mentioned computational issues make them less popular. Most known examples of energy-based models are restricted Boltzmann machines (RBM) and deep Boltzmann machines. In protein design, Tubiana et al. used RBMs to model the complex interactions among the residues in the sequences of specific protein families.

Variational Autoencoders. Variational autoencoders (VAE) are a powerful class of deep generative models with latent variables that can capture a hidden structure in the underlying data. Let $z$ and $x$ denote the latent and observed variables, respectively. The joint distribution can be expressed as $p_{\theta}(x, z) = p(z|x) \, p(z)$. If a latent variable $z$ encodes semantically meaningful information about $x$, then the generative process can be viewed as first generating the high-level semantic information $z \approx p(z)$ and then generating the sample given that information: $x \approx p(x|z)$.

Similar to autoencoders, VAE learns to encode semantically meaningful information in the latent space by encoding the training sample in a latent representation and decoding it back to the input. (Both the encoder and decoder are represented by deep neural networks.) The key modification that enables sampling is that instead of encoding an input as a single point, it encodes it as a distribution over the latent space. VAE is trained to minimize the negative evidence lower bound (ELBO) that comprises the data reconstruction term and a regularization term that forces the approximate distribution $q(z|x)$ produced by the encoder to stay close to the assumed distribution $p(z)$. The regularization term is expressed as the KL divergence between the two distributions. Since for simple $p(z)$ and $p(x|z)$ we can still have a complex $p(x)$, in practice, these distributions are chosen to be Gaussian. The generation process in VAE is performed by first sampling in the latent representation (from a Gaussian distribution) and then decoding the sample by passing the latent variable through the decoder.

VAEs allow us to build flexible models, offer a simple sampling procedure, and are suitable for the unsupervised learning of latent space. They are less useful for evaluating likelihoods because their exact estimation is intractable. VAEs have been widely used in many domains, including protein sequence modeling and sampling.

Normalizing Flow Models. Normalizing flow models are latent variable models with tractable likelihoods and easy sampling mechanisms. This is an improvement over autoregressive models that provide tractable likelihoods but have no direct mechanism for learning features and are over VAEs that can learn feature representations but have intractable marginal likelihoods. The key idea in normalizing flows is to construct a generative model by mapping simple distributions (that are easy to sample and evaluate densities) to more complex distributions (learned via data) using a change in variables and invertible transformations. Such invertible transformations can be composed with each other, starting with a simple distribution of a latent variable (e.g., Gaussian) and applying a sequence of $M$ invertible transformations by variable changes. The challenge is designing these invertible transforms.

Examples of normalizing flow models are NICE, real-NVP, inverse autoregressive flow, and masked autoregressive flow. While normalizing flows produced very realistic samples in the domain of face generation (GLOW), we are unaware of their application in protein engineering.

Generative Adversarial Networks. Another alternative is generative adversarial networks (GANs) that express model training as a minimax two-player game and offer a (likelihood-free) model, purely for sampling purposes. A GAN is composed of a generator and a discriminator. The generator $G_{\phi}$ is a neural network that deterministically generates samples $x$ from a random input latent variable $z$. The discriminator $D_{\theta}$ is a neural network that distinguishes between samples from the real data set vs those from the generator $G_{\phi}(z)$.

The generator and discriminator play a two-player minimax game, where the generator tries to fool the discriminator by generating samples that look indistinguishable from the real data and the discriminator tries to distinguish generated and real samples. Formally, the GAN objective can be expressed as

$$\min_{\theta} \max_{\phi} L(G_{\phi}, D_{\theta}) = E_{x \sim p_{\text{data}}} [\log D_{\theta}(x)] + E_{z \sim p_{z}} [\log (1 - D_{\theta}(G_{\phi}(z)))]$$

where $p_{\text{data}}$ is the distribution of real data and $p(z)$ is the latent distribution (e.g., Gaussian).

GANs are notoriously hard to train because of instability issues, causing the generator and discriminator loss to oscillate without converging. Because of the lack of a robust stopping criteria, it is difficult to know when to stop the training. Furthermore, it is sensitive to the choice of hyperparameters and experiences undesirable effects such as mode collapse (a stuck generator that produces one of a few types of samples repeatedly). Better loss formulations such as the Wasserstein GAN, gradient penalty, and optimization methods (e.g., ref 51) have been proposed recently. There are many variations of GAN that are applied to different problems showing impressive results, particularly in images. In protein engineering, GANs have also been used to generate novel sequences.

**USING DEEP NETWORKS FOR SAMPLING SEQUENCES IN PROTEIN ENGINEERING**

Protein Engineering as an Optimization Problem for the Oracle’s Function. Identifying sequences for which an
oracle (of a given property) will predict a high value can be, and was indeed, studied as an optimization problem (Figure 1C). Because this is an optimization, we focus on oracles which assign protein sequences numerical values for a property that they predict (i.e., oracles that are functions mapping from sequence space to real values). The challenge is identifying sequences that are assigned the highest value. For example, had the oracle been described as a simple closed-form differentiable function (which is rarely the case), the function could be differentiated to find the input that maximizes it. In a more practical settings, optimizing means searching the input space for an optimum of the function: if the function is differentiable, then one can use its gradients to speed up the search or otherwise use methods such as Monte Carlo sampling. Often, complicated oracle functions encode a so-called “rugged” function, which is characterized by many local minima. A gradient-based optimization may be stuck in these many local minima. More importantly, these local minima may suggest that the oracle assigns comparable values to different sequences that lie in different regions of space (i.e., that are not merely small variants of each other). Bearing in mind that oracles are not perfect predictors, if there are multiple local minima with approximately the same values, then we would like to consider them all, not just the one that happens to be assigned the best value. Thus, we want the optimization to find all (or at least many) sequences that the oracle identified as having the property. For the sake of having a relatively succinct sample set, we would like only a few representatives (or even just one representative) from separate regions of sequence space. Finally, the search must be constrained to the very small part of sequence space with protein-like sequences.

If the oracle that predicts the property for a sequence is implemented as a deep neural network, then methods such as activation maximization (AM) can be used to optimize its input. AM was first used to visualize an image that the oracle “prefers” to see for assigning the specific label. The input that maximizes the score of the network for that label does not necessarily lie near typical samples presented to the network. In images, this results in solutions that do not look like a natural image (various regularizers based on image statistical priors have been used to force the solution to be image-like). For protein (or DNA) sequences, this means that simply identifying inputs that maximize the score is not enough. Rather, one must condition the sequences to be protein-like, for example, by constraining the optimization to the solutions from the distribution of valid proteins. An implicit way to do this is using a generative model that was trained on a large set of proteins. The generator that produces a candidate solution to the AM already learned the distribution of protein sequences. This approach was taken by Killoran et al. and Costello and Martin. Killoran et al. and Costello and Martin use a trained generator $G$ from a GAN, which is expected to produce sequences with the property of being protein-like. The predictor network for the target property is pretrained on the corresponding labeled data set. The optimization is done over the latent variable $z$, which is converted to a protein-like sequence $x = G(z)$, for which the predictor estimates the predicted property $\text{Pred}(x)$. Costello and Martin use a data set of proteins to train a hybrid model, combining a VAE with an autoregressive network added on top of the decoder. They add the autoregressive decoder to help the model train better on long sequences in the hope that a more informative latent representation will be formed. By using the decoder part of this pretrained network, a latent variable, sampled from the latent space (a Gaussian), is expected to be decoded into a protein-like sequence. For sequence design, they search over the latent space with the goal to minimize not only the squared distance between the predictor’s output and the target value but also the sum-of-square distances between predictions of different properties and their target values.

Using a pretrained generator to map the latent space to protein-like sequences assumes that any $z$ from the latent space will be decoded to a valid protein, even though in practice this is difficult to guarantee. To improve the VAE latent space, Costello and Martin trained it with an improved loss that forces the latent space to be informative. (In some cases, ELBO loss for training VAE causes it to ignore the latent variables.) There is, however, some evidence that VAEs trained on protein sequences do learn informative features. For example, Ding et al. showed that even with a simple network the latent space captures evolutionary relationships and that for the specific protein family cytochrome $p450$, for which they had a small labeled set, they could train a predictor of $T_{50}$ (the temperature at which 50% of the protein is inactivated irreversibly after 10 min). In short, the above-mentioned studies attempt to find an optimal input sequence that when fed to a generator produces a novel valid sample on which the predictor excels.

An alternative to this approach is to iteratively refine the generator itself by retraining it on sets that are repeatedly updated to include sequences that are scored favorably by the predictor. Gupta and Zou call this approach feedback GAN. They train a GAN to generate protein-like sequences and score the generated sequences with two predictors: one predicting if the sequences encode for antimicrobial peptides (AMPs) and the other predicting secondary structures. They show that by replacing the (oldest) sequences in the training set with high-scoring generated sequences, the retrained generators produce sequences with the target properties enhanced. Since the predictor is used only to score the generated sequences, it need not be differentiable. Rather, the oracle can be treated as a black box. Listgarten and co-workers extended this idea to adaptive sampling. Adaptive sampling reweights the training samples based on the predictor’s scores. They present a principled probabilistic argument to state that this will lead to generating sequences with an improved target property. In their case as well, the oracle is a (not necessarily differentiable) black box. Brookes and Listgarten demonstrate the utility of their method by showing that it excels in comparison to previous ones, including a variant that adds feedback to a VAE generator. The protein engineering task they address is generating DNA sequences optimized for the high expression of their encoded proteins. Their competitive advantage is due to exploring more regions of the sequence space. Note, however, that diverging in sequence space away from the original set on which the predictor was trained carries the risk that the predictor will no longer be reliable. Brookes et al. show how to update the training set while avoiding the regions in sequence space where the predictor should not be trusted. Tubiana et al. argue in support of using energy-based models because of their potential to explain the learned patterns. Namely, by restricting a generative model to a specific region of sequence space such that it is defined by a family of proteins, one can better understand the nature of these generated sequences. Using RBMs to learn statistical interaction patterns within the sequences of 20 protein...
families, Tubiana et al.\textsuperscript{23} show that they can interpret these patterns in a biologically meaningful way to describe structural, functional, and phylogenetic features.

**Sampling from Conditional Models to Engineer Novel Sequences.** The simplest way to generate sequences with a desired property is to train a generative model on a data set of sequences possessing these properties, if such a training set is available. For example, Repecka et al.\textsuperscript{34d} trained a GAN model on a family of bacterial malate dehydrogenase (MDH) enzymes (EC 1.1.1.37) to generate sequences of proteins in the same family. The number of training samples was 16 706 (with an average sequence length of 319), which is relatively small in the context of training a GAN having approximately 60 million parameters. Their model samples sequences that have many desirable properties; namely, the generated sequences follow patterns that are characteristic of proteins in this family and at the same time expand the sequence space of the training data. Among the 60 generated sequences that they tested experimentally, 19 were soluble and 13 were catalytically active in vivo. While the generated sequences are not identical to the ones in the training set, they closely resemble them, perhaps suggesting that the limited training set leads to overfitting in this case.

One way to alleviate the problem of overfitting is to create larger data sets by pooling together multiple labeled sets and training a conditional generative model. In conditional generative models, the input to the model also includes the desired property as a conditional variable $c$, and the output consists of samples $x$ that have this property (Figure 1C). Training a single conditional model is not the same as training separate models for each property since the conditional model is capable of parameter sharing. Thus, samples with different values of the conditional variable contribute to training the shared parameters. In other words, training a conditional model is better.\textsuperscript{39} There are different ways to implement conditional models. We review two implementations\textsuperscript{35c,42a} of this for protein engineering.

Karimi et al.\textsuperscript{25} trained a GAN conditioned on a variable that encodes the structural fold; this variable was obtained from another model. In conditional GAN (cGAN), the conditional variable is given to both the generator and the discriminator. One of many ways to encode the conditional variable into the generator and discriminator models is using an embedding layer followed by a fully connected layer with a linear activation that scales the embedding to the size of the input before concatenating it as an additional channel. To calculate the value of the conditional variable describing any one of 1232 SCOP folds, Karimi et al.\textsuperscript{25} embed these on the basis of the structural distances among them and by using kernel principal component analysis.\textsuperscript{39} They encode the conditional variable of a fold as its coordinates in the space spanned by the top 20 eigenvectors and use them in training a conditional Wasserstein GAN (cWGAN) with a gradient norm penalty in a two-step process. First, cWGAN is pretrained using protein sequences from UniRef50 with the conditional variable encoded in the conditional variable. Also, when presenting the trained cVAE with mutated sequences with the crucial residues (e.g., copper-binding histidine) removed, many of the generated modified sequences recover these critical residues.

Greener et al. implement another CVAE, which is conditioned on context-free grammar—a string—that describes the protein topology.\textsuperscript{61} Their combined training data set includes $\sim$100 000 structures (with topology strings derived from SCOP). To design a sequence with a new topology, the decoder is sampled to produce 1000 different sequences from across the space. The sampled sequences are analyzed by an oracle based on Rosetta to find the best sequence among them, and this sequence is then fed into the encoder to obtain the mean and standard deviation of its latent code. Then, 1000 latent vectors are sampled from this Gaussian and decoded into a new set of candidate sequences. The authors suggest that such sampling is analogous to searching the space locally around the best sequence to find potentially better sequences. The process is repeated several times to traverse the search space before finding the final best sequence. In this task as well, the Rosetta oracle is used only for selection (i.e., not for training).

**Models That Design One Amino Acid at a Time.** In generative models that return probabilities for all possible amino acids (converted from scores using softmax, possibly after temperature adjustment), the probabilities can be used to pick the amino acid at random. Other alternatives include sampling only from the top $k$, possibly with a repetition penalty,\textsuperscript{56b} or a beam search.\textsuperscript{62} These generative models, denoted as autoregressive, can be used to generate an entire sequence by outputting the amino acids one by one along the polypeptide chain, each time using the model’s previous predictions to condition the output of the next amino acid. For example, Müller et al.\textsuperscript{12} trains an LSTM on a set of 1554 AMPs, and generates new sequences with this model. Notice that such generative models can also be used for the in-silico
mutagenesis of a given sequence, by sampling amino acids only in some of the positions in the sequence.

Autoregressive models are also very amenable to conditioning: One can condition on both discrete and continuous variables on multiple scales. One can even condition on latent embedding or the outputs of other neural networks. In protein engineering, descriptors of the protein structure were used to condition autoregressive models. Once the model is trained, it can be used to design sequences for a given structure/fold. For these problems, the conditional variable encodes the protein structure. Note that using a conditional model also implies that the data sets that can be used to train the model are very large because you can combine the data sets of different conditions. Stokach et al. use this strategy and condition their network on protein structure. Their data set thus includes all protein sequence–structure pairs (70 million sequences and 80 thousand structures). When generating a sequence conditioned on , in contrast to CVAE and CGAN described above (where the generating network is presented with two inputs: the latent code and the conditioning variable ), in autoregressive models, such as RNNs and transformers, the initial input is only the conditioning variable. The intuition is that the generated sequence captures correlations that encode forces between interacting amino acids or amino acids that are compatible with the input structure. The details vary: Ingraham et al. use graph input for a transformer and encode structure as backbone dihedral angles and relative orientations among residue pairs. Stokach et al. use graph input (encoded as the contacts in the structure) and a ResNet model. Madani et al. trained a conditional transformer model with a larger and more complex set of conditional tags that encode a variety of annotations, including taxonomic, functional, and location information. Their model is trained on ~280 M protein sequences conditioned on these tags, with the goal of providing a method for protein generation that can be tailored for the desired properties.

Increasing Diversity in Generated Sequences. The issue of diversity still lingers: if the sequence space has multiple regions that are optimal, then we would want the generator to output representatives from many (or even all) of them. The concern is that by optimizing a generated sequence set with a desired property, starting from an initial set, we stay in the same region rather than exploring diverse regions. Anishchenko et al. rely on a predictor for protein structure (they use the state-of-the-art trRosetta which predicts distance maps) and Monte Carlo sampling of sequence space to generate diverse protein-like sequences. Starting from a random sequence, they (probabilistically) accept the random walk in sequence space based on a score that measures if the internal distances predicted for this sequence are not merely the background (namely, they used the contrast or the KL-divergence between the distribution of distances predicted for the sequence and a background distribution). Diversity is achieved by using many different random starting points.

Linder et al. tackle the issue of diversity more directly: they develop deep exploration networks (DENs), which are deep generative models that explicitly maximize diversity. To do this, they train a generator network with a modified loss function, which includes a term that penalizes cases where two sequences generated from randomly chosen latent variables are similar. They optimize the parameters of the generator network using gradient descend, meaning that the predictor needs to be differentiable (they use a differentiable neural network). Generating diverse sequences may cause the network to diverge to faraway regions in sequence space. To avoid the regions where the predictor is no longer reliable, they use a VAE to keep the generation within the distribution of the samples they trained on.

Evaluating the Success of Generative Models. To evaluate the success of a generator for protein sequences, one would like to verify that the sequence is novel. (In Figure 1C, this means that the generated sequence marked by a “star” is not a point representing a known protein and is even not very similar to one.) One would also like to verify that the generator indeed outputs sequences with the desired properties. Because the properties are either a structure or a function that depends on this structure, the generative model must learn and recapitulate relationships among protein sequences, structures, and functions. We know, however, that sequence–structure–function relationships are complicated. For example, even when focusing only on the sequence–structure relationship, there are many different sequences that can fold to the same structure. At the same time, very similar sequences can fold to different structures. This suggests that evaluating the success of generating a protein sequence for a given structure or property is also complicated.

As a first step, different computational methods were used to evaluate generated sequences. In the case of autoregressive models, one can measure the prediction of the true amino acid. Notice however that since many sequences can fold to the same structure, there is more than one correct answer. Indeed, autoregressive models achieve only 30–40% accuracy, in agreement with our knowledge that there are many instances of protein sequences that are only 30% similar and still fold to the same structure. Considering that quality measures of the whole generated sequence or over-the-top scoring sequences are even more common (e.g., their secondary structure or hydrophobicity properties), especially if these are properties for which reliable oracles exist. Generators can also be evaluated by the level of diversity of the set of sequences they designed. For promising candidates, the structure of the sequence can be predicted by homology modeling or, in cases where the generated sequence is very different from the known proteins, by ab initio prediction. One can then compare the predicted structure to the desired one. Also, the energy of the conformation of this sequence can be calculated using Rosetta, and the stability of the conformation can be derived from MD simulations. On the basis of the predicted structure, other properties can be evaluated if we have an oracle that can predict them on the basis of structure. However, the final and most significant test is successfully expressing the generated sequences in the laboratory and measuring their properties.

Indeed, an experimental validation is needed, as the reliability of deep network oracles depends on several factors. The most challenging one is an out of distribution generalization. Specifically, deep network oracles learn to predict protein properties from examples of known proteins. Predictions are expected to be better when testing on instances from the same distribution as the training data, but current research is far from understanding if and when deep networks will be generalized to other inputs. Because the goal in protein design is generating sequences that are different from the training set, generalization is a grave concern. Namely, the generative methods described in this review are optimized to find sequences in input space for which the oracle will assign
an optimal value, but these may be in regions of input space in which the oracle performs poorly. Listgarten and colleagues suggest addressing this issue by accounting for the uncertainty in the oracle’s predictions while carrying out this optimization. Linder et al. suggest constraining the generated sequences to regions of sequence space where the oracle is more confident.

Several studies experimentally tested the sequences generated by deep networks. The exact experiment depends on the desired property of the protein. Repecka et al. designed sequences that have catalytic activity and show that in 24% of the sequences tested in vitro are both soluble and wild-type-level catalytic activity (even for generated sequences that differ from known ones by more than 100 positions). Strokach et al. designed sequences that have predefined geometries that are similar to four CATH classes that were held out during the training of the network. For their most promising sequences, which passed several computational filters, they show that some have CD spectroscopy measurements that agree with the desired structural properties. Hawkins-Hooker et al. used VAE to generate sequences that are variants of luxA and experimentally validated their desired luminescence activity. Linder et al. generated novel GFP sequences and experimentally demonstrated state-of-the-art results. Thus, even though there are only a handful of studies that carried out an experimental validation, we believe that their results demonstrate the promise in using generative models for protein engineering.

### SUMMARY

The exciting technology of deep learning is starting to make an impact on the design of novel proteins. Designing sequences that have a desired property requires addressing a multifaceted challenge: First, one needs to train an accurate oracle for this property. This typically requires that one defines the architecture and the loss function as well as a training data type-level catalytic activity (even for generated sequences that are similar to four CATH classes that were held out during the training of the network. For their most promising sequences, which passed several computational filters, they show that some have CD spectroscopy measurements that agree with the desired structural properties. Hawkins-Hooker et al. used VAE to generate sequences that are variants of luxA and experimentally validated their desired luminescence activity. Linder et al. generated novel GFP sequences and experimentally demonstrated state-of-the-art results. Thus, even though there are only a handful of studies that carried out an experimental validation, we believe that their results demonstrate the promise in using generative models for protein engineering.
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