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A Mathematical Proof

When referring to a proof in logic we usually mean:

1. A sequence of statements.
2. Based on axioms.
3. BEach statement is derived via the derivation rules.

4. The proof is fixed, i.e, in any time, anyone can read it, and get convinced.
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Other Kinds of “Proofs”

However, in many situations, we “prove’ a statement by convincing someone.
For example, in court the prosecutor tries to convince the judge that the de-
fendant is guilty. The prosecutor challenges the defendant. In case he fails to
answer in a consistent manner, we say that the prosecutor proved his point.
This kind of “proof” has an interactive nature.
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Interactive Proof System

An interactive proof for the decision problem II, is a the following verification
protocol:

L.

2.

There are two participants, a prover and a verifier.

The proof consists of a specified number of rounds.

. In the beginning of the proof both participants get the same input.

In each round, the verifier challenges the prover, and the prover responds
to the challenge.

. Both the verifier and the prover can perform some private computation

(they are both modeled as a randomized Turing machine).

. At the end, the verifier states whether he was convinced or not.
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Interactive Proof System (cont.)

Let L be some language and let 7(x) be the decision problem whether z € L.
An interactive proof system for m(x) must have the following properties:

1. Completeness: Every x € L is accepted with a high probability (e.g.,
at least 2/3).

2. Soundness: Every x ¢ L is rejected with a high probability.

3. Polynomial verification: The verifier must do his private computa-
tion in polynomial time.
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Example — Graph Isomorphism

The Graph Isomorphism Problem: Given two graphs G; and G, where
V1| = |Va| = N. Is there a permutation 7 on Vj such that (u,v) € B} <=
(m(u), m(v)) € Es.

We give two different interactive proofs for it.
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A Trivial Interactive Proof

1. Given G, Go.
2. The prover sends a permutation m which maps the vertices of Vj to V5.

3. The verifier checks whether this permutation maps Vj to V5. If it is, the
verifier accepts the instance, otherwise he rejects it.

Completeness: If the graphs are isomorphic, the verifier always accepts it.
Soundness: If the graphs are not isomorphic, the prover can not provide an
isomorphism. Therefore, the verifier always rejects it.

Polynomial verification: The verifier has to generate w((G1), and check its
equality to GGo. This can be done in linear time.

Result: The above protocol is an interactive proof.
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Example of A Zero Knowledge Interactive Proof

1. Given G, Go.

2. Do n rounds of the following:

(a) The prover chooses a random permutation o and computes H =
o(Gs). Then he sends H to the verifier.

(b) The verifier chooses a random ¢ € {1,2} and sends it to the prover.

(¢) The prover computes a permutation p such that H = p(G;):
e [fi=1 thenp=moo,
o [f7 =2 then p=o0.
Then the prover sends p to the verifier.
(d) The verifier checks that H = p(G;).

3. The verifier accepts the input if in all the rounds H = p(G;).
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Example of A Zero Knowledge Interactive Proof (cont.)

Completeness: If the graphs are isomorphic, the prover can always provide
an isomorphism, and the verifier accepts the input with probability 1.
Soundness: If the graphs are not isomorphic, then in case the prover chooses
H as specified, the verifier can see that the permutation is wrong (since there
is no right permutation).
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Example of A Zero Knowledge Interactive Proof (cont.)

Question: Can the prover lie, and deceive the verifier?

Answer: In order to lie, the prover must guess the value of ¢ in advance, and
give H = o(G;) for some o. Since he has no way of doing it, then the verifier
is wrong with probability % in each round. Since the choices are independent,
the probability of getting the correct answers in all the rounds is 27"
Polynomial verification: The verifier can be implemented in polynomial
time, from the same reasons of the previous proof.

Result: The above protocol is another interactive proof for the GI problem.
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Example of A Zero Knowledge Interactive Proof (cont.)

So, what is the motivation beyond this complicated proof?

At the end of the second proof, the verifier does not know the permutation that
maps G to Gs.

This fact does not prevent him from being convinced that G; and Go are
isomorphic.

Loosely speaking we say that after the proof the verifier does not know anything
new about the instance, apart from whether the claim we wanted to prove is

true or false.
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Perfect Zero-Knowledge Proofs — Motivation

Zero knowledge proofs, are proofs that yield no information apart from the
validity of the claim we wanted to prove:

Given any input x, anything that the verifier can compute efficiently after the
interaction with P on z, could also be computed before the interaction.
Showing a protocol is zero knowledge guarantees a high level of security for
the protocol, since no matter what the verifier does, he does not get any new
information about the prover’s secrets.
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Perfect Zero-Knowledge Proofs — Motivation (cont.)

In order to show that the verifier gains no new knowledge we show that the
verifier could generate the same interaction without the prover’s help, and that
the distribution of the generated interactions is identical to the distribution of
the real interactions.
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Perfect Zero-Knowledge Proof — Definition

A transcript T of an interaction is the following:
1. The input.
2. The messages sent by the participants.
3. The random numbers used by the verifier.

Informally a transcript contains all the information that the verifier might have
gained.

A polynomial time probabilistic machine M is called a simulator for an in-
teraction of a verifier and a prover if for every x € L the output of M is a
transcript.
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Perfect Zero-Knowledge Proof — Definition (cont.)

An interactive proof system (P, V) is Perfect Zero Knowledge if:

1. For every probabilistic polynomial time machine V*, there exists a simu-
lator M of the interaction (P, V*) for every x € L.

2. The transcripts generated by M are distributed exactly as those generated
in true imteractions on x.

[t is impossible to distinguish a real transcript from a simulated transcript when
x € L. Thus, anything that the verifier knows after the proof, could have been
obtained by running the simulator without the prover.

When x ¢ L areal cheating prover is almost always detected, but the simulator
can still generate transcripts.

Hence, such proofs give no information to the verifier, except for the fact that
the claim holds.
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Simulator for the GI Problem

We prove that the proof presented for the GI problem is Perfect zero knowledge,
by giving a simulator for the problem.
The input for the simulator is an instance of the GI problem, and its output is

a forged transcript of a proof (denoted by T' in the algorithm). Note that any
transcript has the form:

(G17 GQ)(Hlv ilv ;01) S (HTM ina pn)
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Simulator for the GI Problem (cont.)
= (G1,G2)

2. Do the following till n triples are found:

(a) Let j be the round index {1,...,n}
b) Choose 7; to be 1 or 2 at random
)

(

(c
(d)
(e)

(f) If 4; = 4, concatenate the triple (Hj,4;, p;) to T
)

Choose a random permutation p;
Compute H; = p;(G;))
Call the original V' with input H; and obtain a challenge ¢’ 0

(g) Otherwise, reset V'’s state, and repeat this round with new random
choices
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Simulator for the GI Problem (cont.)

We claim that the simulator’s transcripts have exactly the same distribution as
a true mteraction transcripts.
Note that if the verifier is honest, we could avoid calling him in the simulation.
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Simulator for the GI Problem (cont.)

The proof is based on the following facts:

1. In each round the simulator has probability % to guess the correct bit as
the verifier. Therefore, we expect to find a valid triple every two trials.
This yields a polynomial bound on the expected running time of the
simulator.

2. Both the simulator and the prover select the permutation at random.
Therefore, the probability of selecting any particular graph is 1/n!, pro-
vided that the selected graph in this round is H;. This proves that we
only need to ensure that the random bits have the same distribution as
in a real interaction.

3. The simulator uses the verifier to check his bit. Since after each failure
the verifier’s state is reset, the distribution of the random bit is the same.

© Eli Biham - May 22, 2011 428 Zero Knowledge Protocols



Graph Non Isomorphism

The Problem: Given two graphs Gy, Gy, where Vi = V5 = n, P wants to
prove to V' that no permutation 7 exists such that G| = 7(Gs).

An interactive protocol for GNI:
Repeat t times:

1. Both P and V' get G1, Go.

2.V randomly chooses b € {1,2} and a permutation 7.
3. V sends H = w(Gy) to P.

4. P returns O’ to V', such that H is isomorphic to 7(Gy).

5. If b #£ U then V rejects the proof.
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Graph Non Isomorphism (cont.)

o If G; # (G5 then H isisomorphic to exactly one of them. Thus, P always
sends the correct answer to V.

o If G; = (G5 then H is isomorphic to both, P will send b = b with
probability %

Question: Is this a ZK protocol?
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Graph Non Isomorphism (cont.)

Answer: No.

[t is easy to simulate a round in the protocol for the honest verifier V'
Sy calls V' and receives a graph H, then randomly chooses a bit b as a reply.
If V' does not accept b reset V' and repeat the process.

What about another verifier V*7

Consider the following scenario: V* has a graph H, which he knows to be
isomorphic to one of Gy, G5, By sending H in the first round, he gets infor-
mation which he could not have computed himself (assuming GNI,GIZBPP),
even though G 2 G.

Thus, the above protocol is not a ZK protocol.
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Computational Zero-Knowledge Proof — Definition

Perfect zero knowledge is a very strong demand, and therefore we might be
interested in a weaker model, which can be applied to a wider set of problems.
Still, we want the new model to catch the notion that practically the prover
does not give away any of its secret.

Given two random variables X, Y we say that they are computationally in-
distinguishable if any polynomial time algorithm cannot distinguish between
X and Y.

Note that two variables can have a different distributions but still can be com-
putationally indistinguishable.
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Computational Zero-Knowledge Proof — Definition (cont.)

An interactive proof system (P, V) is Computational Zero Knowledge
if:

1. For every probabilistic polynomial time machine V*, there exists a simu-
lator M for the interaction (P, V*) for every x € L.

2. The transcripts generated by the simulator and the transcripts generated
by a real interaction are computationally indistinguishable.
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IP=PSPACE

Every problem in PSPACE has a zero knowledge interactive proof protocol.
Of course, the prover should be powerful enough to solve/generate the problems.

If there exist one way functions, then also CZK=IP=PSPACE.

Problems interesting for cryptography are usually in NP, and can be generated
easily, leaving a witness in the hands of the prover, who then uses only efficient
computations. Thus, all the protocols we will see are in NP.
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Fiat-Shamir ZK Identification Scheme

Zero knowledge proofs can be used to cryptographically identify parties.

Each party has a secret key and a public key. The prover convinces the verifier
that he knows his secret key, without revealing any information on his secret
key that the verifier could not know otherwise (except that the proven claim

holds).
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Fiat-Shamir ZK Identification Scheme (cont.)

In the Fiat-Shamir scheme, the prover has an RSA modulo n = pg whose
factorization is secret. The factors themselves are not used in the protocol.
Unlike in RSA, a center can generate a universal n, used by everyone, as long as
nobody knows the factorization. The center itself should forget the factorization
just after he computes n.
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Fiat-Shamir ZK Identification Scheme (cont.)

The Secret Key: The prover chooses a random value 1 < S < n (to be
served as the secret key) (ged(S,n) = 1) and keeps it secret.

The Public Key: The prover computes I = S? mod n, and publishes the
pair I and n as the public key.

The purpose of the protocol: The prover has to convince the verifier that
he knows the secret key S corresponding to the public key (I, n), (i.e., to prove
that he knows a modular square root of I modulo n), without revealing S.
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Fiat-Shamir ZK Identification Scheme (cont.)

The Identification Protocol:
The verifier wishes to authenticate the identity of the prover, which is claimed

to have a public key I. Thus, he requests the prover to convince him that he
knows the secret key S corresponding to 1.
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Fiat-Shamir ZK Identification Scheme (cont.)

1. The prover chooses a random value 1 < R < n, and computes X =
R?modn.

2. The prover sends X to the verifier.

3. The verifier requests from the prover one of the following requests at
random:

(a) R, or
(b) RS modn.

4. The prover sends the requested information to the verifier.
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Fiat-Shamir ZK Identification Scheme (cont.)

5. The verifier verifies that he received the correct answer by checking whether:

(a) R* = X (mod n), or
(b) (RS)2 = XI (mod n).

6. If the verification fails, the verifier concludes that the prover does not
know S, and thus he is not the claimed party:.

7. This protocol is repeated t (usually 20, 30, or logn) times, and if in all
of them the verification succeeds, the verifier concludes that the prover is
the claimed party.
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The Protocol does not Reveal Information

We show that no information is revealed on S from the protocol:
Clearly, when the prover sends X or R, he does not reveal any information on

S.
When the prover sends RS mod n:

1. RS modn is random, since R is random and ged(S,n) = 1.

2. If somebody can compute some information on S from I, n, X, and
RS modn, he can also compute the same information on S from I and
n, since he can choose T' = R'S modn at random, and compute X' =
T?I ' modn, from which he can compute the information on S.

Thus, the verifier, and anybody else, cannot gain any information on S using
the protocol, or from the messages transmitted in the protocol.
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Security

Clearly, if the prover knows .S, the verifier is convinced in his identity:.
If the prover does not know .S, he can either

1. know R, but not RS modn, as he is choosing R, but cannot multiply it
by the unknown value S, or

2. choose RS modn, and thus can answer the second question RS modn,
but in this case he cannot answer the first question R, since he needs to
divide by the unknown value S.
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Security (cont.)

In any case, he cannot answer both questions, since then he can compute S
as the ratio between the two answers. But it is assumes that computing S is
difficult, actually the difficulty is equivalent to that of factoring n.

Since the prover does not know in advance (when he chooses R or RS mod n)
which question the verifier will ask, he cannot choose the required choice. He
can succeed in guessing the verifiers question with probability 1/2 for each
question, and thus the verifier can catch him in half of the times, and fails to
catch him half of the times. The protocol is repeated t times, and thus the
probability that the verifier fails to catch the prover in all the times is only 277,
which is exponentially reducing with ¢.
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Security (cont.)

In particular, for £ = 20, the prover succeeds to cheat less than once in a million
trials, and for ¢ = 30, the prover succeeds to cheat less than once in a billion
trials. Verifiers wishing a smaller probability of error, can use larger ¢’s.

The verifier cannot use the information he received in the protocol to convince
others that he is the original prover, since he cannot answer both questions R
and RS modn for any R. If he could, he would know S.
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A Simulator for the Fiat-Shamir Scheme

We prove that the Fiat-Shamir scheme is zero knowledge, by giving a simulator
for the problem.

The input for the simulator are numbers I, N, which the prover claims to
know the square root of I modulo IN. The output of the simulator is a forged
transcript of a proof. A transcript for the problem is of the form:

([7 N)(X17 Z.lv Ml) O (Xna Z.nv Mn)

Where M; is either the square root of X; (in case i; = 1), or the square root of
IX; (in case 1; = 2).
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A Simulator for the Fiat-Shamir Scheme (cont.)
1. T = (I,N)

2. Do the following till n triples are found:

choices
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A Simulator for the Fiat-Shamir Scheme (cont.)

The correctness of the simulator is derived from the following facts:

1. The expected running time is polynomial for the same reasons we gave in
the GI simulator proof.

2. In each round the relation between R; and U; can be verified correctly.

3. The simulator does not need to know the root of I. Even if the chosen
bit is 2, still the equation U;I = R? holds. Moreover, it is not detected
even if I is a quadratic non-residue.

4. The distribution of the transcripts is the same as the distribution of real
transcripts, since the random bit distribution is the same.
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Parallel Fiat-Shamir

We can apply all the rounds of Fiat-Shamir in parallel, instead of sending them
sequentially. This modification makes the protocol more efficient.
[s this modified protocol zero-knowledge?
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Parallel Fiat-Shamir (cont.)

Assume we have a ZK system, for which the honest prover can always respond
to V'’s challenges, where as a dishonest prover can fool V' with probability % in
every round.

After n rounds the dishonest prover can fool V' with probability 27",

Can this protocol be executed in parallel and still remain ZK?

Partial Answer:

We cannot use the simulator from the original protocol, because this simulator
has probability of 27" to succeed. Thus, we get exponential expected running
time.

In the case of Parallel Fiat-Shamir: Parallel Fiat-Shamir is not ZK.
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An Active Attack

The only attack that some party can do is to actively use the protocol with
both the prover and the verifier, to convince the verifier he is the prover, asking
the prover to do the real work:

@: =@
Attacker

In this attack, the attacker sends all the verifier’s questions to the real prover,
and all the answers of the prover are sent to the verifier. When the identification
ends, the attacker can act as if he is the real prover.
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ZK Proofs of Knowledge

The Fiat-Shamir protocol convinces the verifier that the prover knows the
square root of I, without revealing any information on .S. However, the verifier
gets one bit of information: he learns that I is a quadratic residue.
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ZK Proofs of Knowledge (cont.)

The following scheme does not even reveal whether I is a quadratic residue or
not — it reveals only that the prover knows whether it is a quadratic residue
or not:

The moduli n = pq is chosen such that both p and ¢ are of the form 4m+3 (i.e.,
n is a Blum integer). Such moduli have the property that —1 is a quadratic
non-residue whose Jacobi symbol modulo n is +1 (since —1 is a quadratic
non-residue modulo p nor ¢). Thus, it is difficult to distinguish which of two
numbers: a quadratic residue and its negation is the quadratic residue.
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ZK Proofs of Knowledge (cont.)

The Secret Key: The prover chooses k random values Sy, Ss, ..., Si, where
1 < .5; < n, and keeps them secret.

The Public Key: The prover computes I; = +1/S7? (mod n), where
the sign is chosen randomly and independently, and publishes Iy, I, ..., I}
and m as the public key:.

In this protocol, £ secrets are proved in parallel, resulting with a smaller prob-

ability of cheating in each iteration. (However, k should be kept constant to
keep it ZK, due to the details of the definition of ZK).
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ZK Proofs of Knowledge (cont.)
The Identification Protocol:

1. The prover chooses a random value 1 < R < n, and computes X =
+ R? mod n.

2. The prover sends X to the verifier.
3. The verifier sends a random boolean vector Ey, Es, ..., E;.

4. The prover sends
Y=R- S;mod n.
Ej=
5. The verifier verifies that
X=4Y"- ][5 (modn).

Ej=1
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ZK Proofs of Knowledge (cont.)

6. If the verification fails, the verifier concludes that the prover does not
know X, and thus he is not the claimed party.

7. This protocol is repeated t times, and if in all of them the verification
succeeds, the verifier concludes that the prover is the claimed party.

In this protocol, the cheating probability is 27 for each iteration, and thus
after ¢ iterations the cheating probability is 27*.
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ZK Proofs of Knowledge (cont.)

In this protocol, the values I;, X and Y can be any numbers with Jacobi
symbol +1, unlike in the original scheme in which they could be only half of
the numbers with Jacobi symbol +1 (i.e., the quadratic residues).

This is a zero knowledge protocol, since if the prover can answer two distinct
questions, for two distinct values of the boolean vector Ej,..., E}, he can
compute the square root of a product of a subset of the I's.
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Applied Kid Cryptography

See:
http://www.wisdom.weizmann.ac.il/~naor/PUZZLES /waldo.html

© Eli Biham - May 22, 2011 457 Applied Kid Cryptography



Where’s Waldo?

“Where’s Waldo?” is a puzzle book where each page contains a very detailed
picture with many different characters. The goal is to find Waldo, a predefined
character.

As the following true story will reveal, in these pictures also lies an interesting
cryptographic problem.
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Where’s Waldo? (cont.)

Our story involves two characters; for the sake of anonymity and following a
long cryptographic tradition we shall call them Alice and Bob.

One day, while Alice and Bob were playing “Where’s Waldo?”, Alice suddenly
claimed: “I know where Waldo is!”. Bob responded with a baffling riddle:
“Alice, do you know what a liar is?”.

Worried about her reputation (both as an honest person and as a qualified
cryptographer), Alice wondered: “How can I prove to Bob that I know where
Waldo is without revealing his location?”

Can you help Alice and propose a simple solution that does not require complex
computation and is low-tech in terms of the required resources?
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Where’s Waldo? (cont.)

We present two solutions for Alice to prove she knows where Waldo is with-
out revealing his location. Both solutions are imperfect in that they reveal
information about his immediate surrounding.
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Where’s Waldo? (cont.)

A mid-tech solution:

Let us first slightly violate our low-tech requirement by assuming that Alice
and Bob have access to a photocopy machine.

In this case, Alice and Bob can perform a very simple protocol: they photocopy
the specific “Where’s Waldo?” puzzle in question. Alice now cuts out Waldo’s
image from that copy while Bob is not looking and then shows Bob the image
(after hiding or destroying the leftovers).

Her ability to do so is certainly a proof that she knows where Waldo is. On
the other hand Bob learns almost nothing from the piece he sees (since he is
already familiar with Waldo’s image).
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Where’s Waldo? (cont.)

The obvious disadvantage of this solution (apart from requiring a photocopy
machine) is the danger that Alice will cheat by hiding an additional image of
Waldo (taken from a different picture) and showing this image (instead of the
one in the original picture) to Bob.

One way to combat this danger is to require Alice to enter an empty room with
nothing on her apart of the picture, scissors, and a match-box. The version for
paranoids is to also require a full cavity search.

There is a less invasive method to mend this solution, using interaction: after
photocopying the picture, Bob prints a random pattern on its back. Now Alice
will be required to show (within a reasonably short time limit) Waldo’s image
with that specific pattern on its back (a pattern she could not have guessed in
advance). Alice should make sure the pattern is regular, so as not to reveal
information about the location.
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Where’s Waldo? (cont.)

A low-tech solution:

The solution described here can be carried out with very simple accessories.
Alice and Bob need a large piece of cardboard (at least twice as large as the
picture in each dimension) with a small rectangle cut in the middle. In addition,
they need paper clips to fix the correct page in the book.

To show that she knows where Waldo is, Alice puts the rectangle on top of
Waldo while Bob is not looking (to actually execute it Alice should place her
finger on Waldo while navigating the cardboard). Bob sees Waldo and at worse
learns something about Waldo’s immediate surroundings.
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Where’s Waldo? (cont.)

However, since the cardboard is large enough to cover the picture (no matter
where Waldo is), he learns nothing else about the location of Waldo.

Before Bob is completely satisfied Alice must also demonstrate that she has the
correct Waldo picture (and hasn’t flipped a page). Therefore, she should pull
the book beneath the cardboard in front of Bob’s eyes. This last step should be
done with care, so as not reveal information about the place from which she is
pulling the book (At the very least the hole in the cardboard should be covered
while the book is pulled out).
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