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## Karger and Stein 1996
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Is there a more efficient algorithm for sparse graphs?
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Our implementation can be seen as a reduction to just 2D orthogonal counting. This allows us to obtain the following new bounds for the mimimum cut problem:
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Let $M[i, j]$ be the weight of the cut determined by $e_{i}$ and $e_{j}$.
M is a partial Monge matrix
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Klawe and Kleitman showed how to find the minimum in such an array in $\mathcal{O}(\ell \cdot \alpha(\ell))$ inspections, where $\ell$ is the length of the path. This sums to $\mathcal{O}(n \cdot \alpha(n))$ inspections.
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One could similarly form a Monge matrix for every pair of heavy paths. However, this would be too slow.

## $e, e^{\prime}$ belong to different heavy paths

An edge $e$ is cross-interested in an edge $e^{\prime} \notin T_{e}$ if more than half of the edge weight going out $T_{e}$ goes into $T_{e^{\prime}}$.

All such edges $e^{\prime}$ form a single path from the root to some node $c_{e}$.

If the minimum cut is determined by independent edges $e, e^{\prime}$ then $e$ is cross-interested in $e^{\prime}$ and vice versa.
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## $e, e^{\prime}$ belong to different heavy paths

## Similar notion for the case of descendant edges $e, e^{\prime}$.

High-level structure of the algorithm:
(1) Identify $c_{e}$ for every $e$.
(2) For every e, identify $\mathcal{O}(\log n)$ interesting heavy paths containing cross-interesting edges $e^{\prime}$.
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## Preprocessing

To check if $e$ is cross-interested in $e^{\prime}$, or to compute the total weight of the cut determined by $e, e^{\prime}$, we use the following tool:
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> Collection of $N$ weighted points can be preprocesses in $\mathcal{O}(N \log N)$ time and space, so that the total weight of all points in any axis-aligned rectangle can be computed in $\mathcal{O}(\log N)$ time.

> We identify the nodes with their visiting time in the postorder traversal of $T$. Then, every edge $(u, v)$ naturally becomes a weighted point in the plane. We preprocess them in $\mathcal{O}(m \log m)=\mathcal{O}(m \log n)$ time.

> Both queries translate into a constant number of queries about the total weight of points in axis-aligned rectangles.
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(2) Are similar speedups possible for dense graphs?
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