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(1) The main technical contribution is a deterministic $\mathcal{O}(m \log n)$ time solution for the 2-respecting problem.
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Karger's algorithm, we also design an alternative sampling
procedure that produces the $\mathcal{O}(\log n)$ spanning trees in
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## Faster Sampling

(1) Find constant approximation of $c$ using Matula's algorithm. We implement it in $\mathcal{O}\left(m \log ^{2} n\right)$ time.
(3) Edges with weight larger than c can be now contracted, and we think of an edge with weight $w$ as $w$ parallel unweighted edges.
(3) Sample $\lceil p m\rceil$ (unweighted) edges, where $p=\Theta(\log n) / c$, to obtain graph $H$ with minimum cut $c^{\prime}=\mathcal{O}(\log n)$. This can be implemented in $\mathcal{O}(m c \cdot \log m)=\mathcal{O}\left(m \log ^{2} n\right)$ time w.h.p.
(4) Apply the following specialised instantiation of Young's variant of the Lagrangian packing technique:
1: $\ell(e):=0$ for all $e \in E(H)$
2: while there is no $e$ with $\ell(e) \geq 1$ do
3: find a minimum spanning tree $T$ w.r.t. $\ell(\cdot)$
4: $\quad w(T)=w(T)+1 /\left(96 \ln m^{\prime}\right)$
5: $\quad \ell(e)=\ell(e)+1 /\left(96 \ln m^{\prime}\right)$ for all $e \in T$
6: end while
$\mathcal{O}\left(c^{\prime} \cdot \log n\right)=\mathcal{O}\left(\log ^{2} n\right)$ iterations, each in $\mathcal{O}(m)$ time.
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## Overview

## We obtain in $\mathcal{O}\left(m \log ^{2} n\right)$ time a collection of $\mathcal{O}(\log n)$ spanning trees $T_{1}, T_{2}, \ldots$ such that the minimum cut 1 - or 2 -respects some $T_{i}$.

Now we iterate over every tree $T_{i}$ and:

- Find the minimum 1 -respecting cut in $\mathcal{O}(m)$ time.
(2) Find the minimum 2 -respecting cut defined by dependent edges in
$O(m \log n)$ time.
© To find the minimum 2 -respecting cut defined by independent edges, obtain in $\mathcal{O}(m \log n)$ time a number of instances of a bipartite problem of total size $\mathcal{O}^{\prime}(m)$
(4) Solve each size-s instance of a bipartite problem in $\mathcal{O}(s \log s)$ time.
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