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Abstract

Given two strings \( S \) and \( P \), the Episode Matching problem is to find the shortest substring of \( S \) that contains \( P \) as a subsequence. The best known upper bound for this problem is \( \tilde{O}(nm) \) by Das et al. (1997), where \( n, m \) are the lengths of \( S \) and \( P \), respectively. Although the problem is well studied and has many applications in data mining, this bound has never been improved. In this paper we show why this is the case by proving that no \( O((nm)^{1-\epsilon}) \) algorithm (even for binary strings) exists, unless the Strong Exponential Time Hypothesis (SETH) is false.

We then consider the indexing version of the problem, where \( S \) is preprocessed into a data structure for answering episode matching queries \( P \). We show that for any \( \tau \), there is a data structure using \( O(n + (\frac{n}{\tau})^k) \) space that answers episode matching queries for any \( P \) of length \( k \) in \( O(k \cdot \tau \cdot \log \log n) \) time. We complement this upper bound with an almost matching lower bound, showing that any data structure that answers episode matching queries for patterns of length \( k \) in time \( O(n^\delta) \), must use \( \Omega(n^{k-\omega_1} \cdot \omega_1) \) space, unless the Strong \( k \)-Set Disjointness Conjecture is false. Finally, for the special case of \( k = 2 \), we present a faster construction of the data structure using fast min-plus multiplication of bounded integer matrices.

1 Introduction

A string \( P \) is a subsequence of a string \( S \) if \( P \) can be obtained by deleting characters from \( S \). Given two strings \( S \) and \( P \), the Episode Matching problem \cite{15} is to find the shortest substring of \( S \) that contains \( P \) as a subsequence. In its indexing version, we are given \( S \) in advance and we need to preprocess it into a data structure for answering episode matching queries \( P \).

1.1 Episode matching

The Episode Matching problem was introduced by Das et al. \cite{15} in 1997 as a simplified version of the frequent episode discovery problem first studied by Mannila et al. \cite{31}. Das et al. \cite{15}
gave an upper bound of \(O(nm/\log n)\), where \(n\) is the length of \(S\) and \(m\) is the length of \(P\). Even though the problem and its variations have been thoroughly studied \([6, 11, 13, 14, 29, 30]\) and have many applications in data mining \([6, 7, 22, 26, 31]\), the original \(O(nm/\log n)\) upper bound has never been improved. In Section 3 we show why this is the case, by proving a lower bound conditioned on the Strong Exponential Time Hypothesis (SETH) (actually, on the Orthogonal Vectors Hypothesis (OV)). This continues a recent line of research on quadratic lower bounds for string problems conditioned on SETH \([1, 3, 8, 9, 12, 16, 17, 19, 27, 33]\). Our reduction is very simple and easily extends to binary alphabet and to unbalanced inputs. Our result is summarized by the following theorem.

\[\textbf{Theorem 1.} \text{ For any } \epsilon > 0, \text{ Episode Matching on binary strings of lengths } n \text{ and } m = n^\alpha \text{ (for any fixed } \alpha \leq 1) \text{ cannot be solved in } O((mn)^{1-\epsilon}) \text{ time, unless SETH is false.}\]

\[\text{Related work.} \text{ A related problem to episode matching is the Longest Common Subsequence (LCS) problem. In that problem, the goal is to find for two strings } S \text{ and } P \text{ (of lengths } n \text{ and } m \text{ respectively) the longest string that is a subsequence of both } S \text{ and } P. \text{ In 2015 Abboud et al. } [1] \text{ and Bringmann and Künnemann } [12] \text{ independently proved quadratic lower bounds for LCS conditioned on the SETH. That is, they showed that assuming SETH, there cannot be an } O(m^2 - \epsilon) \text{ algorithm. However, there exists an } \tilde{O}(n + m^2) \text{ algorithm for LCS } [24]. \text{ This suggests that for unbalanced inputs where } m \ll n, \text{ episode matching is harder than LCS.}\]

Further, the episode matching problem can be seen as a special case of the Approximate String Matching problem. There, given strings \(S\) and \(P\), the goal is to find the substring of \(S\) minimizing some distance measure to \(P\). If this distance measure is the number of deleted characters from \(S\), the problem is equivalent to episode matching. Another version of the approximate string matching problem uses edit distance. Backurs and Indyk \([9]\) implicitly give a quadratic lower bound conditioned on SETH for that version as a stepping stone for achieving a lower bound for edit distance, using an alphabet of size seven. This bound does not however directly translate to our problem, and uses a more complicated construction and a larger alphabet.

To avoid misunderstandings, we note that in the paper by Mannila et al. \([31]\), an episode was more generally defined as a collection of events that occur together. The string formulation by Das et al. \([15]\) is a simplification of this original definition, thus, the terms episode and episode matching have been used to name different concepts in the literature, see e.g. \([4, 21, 23, 32, 34]\). We only consider the string formulation by Das et al. \([15]\).

\[\text{1.2 Episode Matching Indexing}\]

Limited by the above lower bound for episode matching, a natural question to ask is what bounds we can get if we allow preprocessing. Alas, in terms of time complexity, preprocessing does not help. Namely, our reduction is such that each of the two sets in the Orthogonal Vectors instance (see Definition 6) is encoded independently into one of the two strings in the episode matching instance. This implies (see e.g. \([18]\)) that episode matching cannot be solved in \(O((mn)^{1-\epsilon})\) time even if we are allowed polynomial time to preprocess one of the two strings in advance. In other words, polynomial time preprocessing is not enough to guarantee subquadratic time queries. In fact, this holds even when one of the strings is fixed (cf. \([2, \text{Section 1.1.2}]\)). We therefore focus on time-space tradeoffs.

Formally, given a string \(S\) and an integer \(k\), the episode matching indexing problem asks to construct a compact data structure that can quickly report the episode matching of any pattern \(P\) of length \(k\) (i.e. compute the length of the shortest substring of \(S\) that
contains \( P \) as a subsequence). Apostolico and Atallah [6] gave a linear (optimal) space data structure whose query time may be prohibitive (depending on the number of distinct minimal substrings containing a prefix of the pattern as a subsequence). In Section 4.1 we present a time-space tradeoff with faster query time:

▶ **Theorem 2.** For any \( \tau \), there is a data structure using space \( O(n + (\frac{n}{\tau})^k) \) that answers Episode Matching queries in time \( O(k \cdot \tau \cdot \log \log n) \).

In Section 4.2 we give the following almost matching lower bound, conditioned on the \( k \)-Set Disjointness Conjecture:

▶ **Theorem 3.** For any \( \delta \in [0, 1/2] \), a data structure that answers Episode Matching queries in time \( O(n^\delta) \) must use \( \Omega(n^{k-k\delta-o(1)}) \) space, unless the Strong \( k \)-Set Disjointness Conjecture is false.

Finally, in Section 4.3 we consider the decision version of the case \( k = 2 \). That is, we are given some threshold \( t \), and a query \( (a, b) \) need only report whether \( S \) contains a substring of length at most \( t \) that starts with the letter \( a \) and ends with the letter \( b \). In this setting, there is a simple \( O(1) \)-query time \( O(\sigma^2) \)-space data structure for episode matching (where \( \sigma \) is the size of the alphabet): precompute and store the \( \sigma \times \sigma \) matrix \( D \) with the answers to every possible query. Naively, we can compute \( D \) in time \( \min(\tilde{O}(n\sigma + \sigma^2), O(nt + \sigma^2)) \). We show that for various values of \( \sigma \) and \( t \), we can compute the matrix \( D \) faster by using fast min-plus matrix multiplication of bounded integer matrices [37]:

▶ **Theorem 4.** For a given threshold \( t \), we can compute the matrix \( D \) in time

\[
O(\sigma^{1/2+\omega/2} (\frac{n}{\tau})^{1/2} \sqrt{n}) \quad \text{if } \sigma < \frac{n}{\tau}, \text{ and} \\
O(\sigma^2 (\frac{n}{\tau})^{\omega/2-1} \sqrt{n}) \quad \text{if } \sigma \geq \frac{n}{\tau}.
\]

In particular, using the current matrix multiplication exponent \( \omega < 2.4 \) [5], if \( \sigma < \frac{n}{\tau} \) then we get \( O(\sigma^{1.7}nt^{-1/2}) \) (which is smaller than \( \min(n\sigma, nt) \) for \( t > \sigma^{1.4} \)), and if \( \sigma \geq \frac{n}{\tau} \) we get \( O(\sigma^2 nt^{-1/2}) \) (which is smaller than \( O(n\sigma) \) for any \( \sigma < n^{0.416} \)).

## 2 Preliminaries

In this section we will review some basic string notation and important hypotheses.

A string \( S \) of length \( n \) is a sequence \( S[0] \cdots S[n-1] \) of \( n \) characters drawn from an alphabet \( \Sigma \) of size \( |\Sigma| = \sigma \). A string \( S[i \cdots j] = S[i] \cdots S[j] \) for \( 0 \leq i < j < n \) is called a substring of \( S \). For two strings \( X \) and \( Y \) we denote their concatenation as \( X \cdot Y \) or \( XY \).

The Strong Exponential Time Hypothesis is a popular conjecture about the hardness of the \( k \)-SAT problem, postulated by Impagliazzo and Paturi [25]. The \( k \)-SAT problem is to decide whether there exists a satisfying assignment for a Boolean formula on \( n \) variables and clauses of width at most \( k \).

▶ **Conjecture 5** (The Strong Exponential Time Hypothesis). There is no \( \epsilon > 0 \) for which \( k \)-SAT can be solved in time \( O(2^{(1-\epsilon)n}) \) for all \( k \geq 3 \).

Instead of reducing directly from \( k \)-SAT, we reduce from the Orthogonal Vectors problem, and use two conjectures about the hardness of Orthogonal Vectors which are implied by SETH for \( d = \omega(\log n) \).

▶ **Definition 6** (Orthogonal Vectors Problem (OV)). Given two sets \( A = \{a_1, \ldots, a_n\} \) and \( B = \{b_1, \ldots, b_m\} \) of \( d \)-dimensional binary vectors, decide whether there is an orthogonal pair of vectors \( a_i \in A \) and \( b_j \in B \).
The two conjectures consider the cases of equal set size and unbalances set size, respectively. They roughly state that any algorithm solving OV that has a polynomial dependency on the dimension (denoted poly($d$)), cannot achieve a significantly better asymptotic running time than the product of the two set sizes.

- **Conjecture 7 (Orthogonal Vectors Hypothesis (OVH)).** For $|A| = |B| = n$, there is no $\epsilon > 0$ for which OV can be solved in time $O(n^{2-\epsilon} \cdot \text{poly}(d))$.

- **Conjecture 8 (Unbalanced Orthogonal Vectors Hypothesis (UOVH)).** Let $0 < \alpha \leq 1$, $|A| = n$ and $|B| = m$. There is no $\epsilon > 0$ for which OV restricted to $m = \Theta(n^\alpha)$ and $d = n^{o(1)}$ can be solved in time $O((nm)^{1-\epsilon})$.

It is known that SETH implies both OVH and UOVH [12, 36]. Finally, we consider the following conjecture of Goldstein et al. [20] on the $k$-Set Disjointness problem:

- **Definition 9 ($k$-Set Disjointness Problem).** Preprocess $m$ sets $S_1, S_2, \ldots, S_m$ of total size $\sum_{i=1}^m |S_i| = N$ drawn from a universe $U$ such that given $(i_1, i_2, \ldots, i_k)$ we can quickly decide whether $\bigcap_{j=1}^k S_{i_j} = \emptyset$.

- **Conjecture 10 (Strong $k$-Set Disjointness Conjecture).** Any data structure for the $k$-Set Disjointness Problem that answers queries in time $T$ must use $\tilde{\Omega}\left(\frac{N^{k}/T^k}{k}\right)$ space.

## 3 Episode Matching

In this section we prove Theorem 1. We first prove it for an alphabet of size four, and then for a binary alphabet.

### 3.1 Alphabet of Size Four

We show how to reduce an instance of OV to Episode Matching with alphabet $\{0, 1, x, \}$.

Let $A = \{a_1, \ldots, a_n\}$ and $B = \{b_1, \ldots, b_m\}$ be two sets of vectors in $\{0, 1\}^d$. Without loss of generality, we assume $m \leq n$. We show how to construct a string $P$ of length $2dm + 1$ and a string $S$ of length $3d(4m + 1) + 1$ such that there is a pair of orthogonal vectors $a_i \in A$ and $b_j \in B$ if and only if there is a substring of $S$ of length at most $3d(2m - 1) + 1$ that contains $P$ as a subsequence.

**Constructing $P$.** We construct $P$ from the set $B$ in the following way. For every $b \in B$, we define $p(b)$ as the string of length $2d - 1$ obtained by inserting an $x$ symbol between each consecutive entries of $b$. That is,

$$p(b) = b[0] \ x \ b[1] \ x \ \cdots \ x \ b[d]$$

Then, $P$ is a string of length $2dm + 1$ defined as the concatenation:

$$P = \$ \ p(b_1) \ $ \ p(b_2) \ $ \ \cdots \ $ \ p(b_m) \ $$$

**Constructing $S$.** We construct $S$ from the set $A$. For a vector $a$ in $\{0, 1\}^d$, we define for each entry in $a$ a string of length $2$, called a coordinate gadget:

$$s(a[i]) = 01 \text{ if } a[i] = 0,$$

$$s(a[i]) = 00 \text{ if } a[i] = 1.$$
Then, \( s(a) \) is a string of length \( 3d - 1 \) defined as the concatenation:

\[
s(a) = s(a[0]) \times s(a[1]) \times \cdots \times s(a[d])
\]

For example, the vector \( a = 10001 \) defines the string \( s(a) = 00\times01\times00\times01\times00 \). Let \( z \) be the \( d \)-dimensional zero vector, and so \( s(z) = 01\times01\times\ldots\times01 \). Then, \( S \) consists of \$ \( s(z) \) \$ followed by two copies of the concatenation of \( s(a_i) \) \$ \( s(z) \) \$ for \( 1 \leq i \leq n \). That is:

\[
S = \$s(z)\$s(a_1)s(z)s(a_2)s(z)\cdots s(z)s(a_n)s(z)s(z)s(a_1)s(z)s(a_2)s(z)\cdots s(z)s(z)s(a_n)s(z)s(z)\$
\]

We call a substring of \( S \) of the form “\$s(a)\$” or “\$s(z)\$” a block. A block has length \( 3d \).

The following Lemma establishes the translation of orthogonality in our reduction.

**Lemma 11.** For two vectors \( a \) and \( b \) of dimension \( d \), the string \( p(b) \) is a subsequence of \( s(a) \) if and only if \( b \) and \( a \) are orthogonal.

**Proof.** If \( a \) and \( b \) are orthogonal, then for every \( b[i] = 1 \) we have that \( a[i] = 0 \) and therefore \( s(a[i]) = 01 \). Thus we can align \( b[i] \) to the 1 in \( s(a[i]) \). If \( b[i] = 0 \), we can align \( b[i] \) to the first character in \( s(a[i]) \). We can therefore define an alignment where we align every \( b[i] \) to one of the characters in \( s(a[i]) \), and align the \( i \)th \( x \) in \( p(b) \) to the \( i \)th \( x \) in \( s(a) \). Therefore \( p(b) \) is a subsequence of \( s(a) \).

On the other hand, if \( p(b) \) is a subsequence of \( s(a) \), then since \( p(b) \) and \( s(a) \) both contain exactly \( d - 1 \) \( x \)'s, any alignment of \( p(b) \) in \( s(a) \) must align the \( i \)th \( x \) in \( p(b) \) to the \( i \)th \( x \) in \( s(a) \). Thus, each \( b[i] \) must be aligned to a character in \( s(a[i]) \). If \( b[i] = 1 \), we can align it with a character in \( s(a[i]) \) only if \( a[i] = 0 \). Thus, if \( p(b) \) is a subsequence, then for every \( b[i] = 1 \), we must have \( a[i] = 0 \). Therefore \( a \) and \( b \) are orthogonal. ▶

Lemma 11 implies that any \( p(b) \) is a subsequence of \( s(z) \). This immediately yields a substring of \( S \) of length \( 3d(2m - 1) + 1 \) which contains \( P \) as a subsequence: If we align \( P \) with \( m \) consecutive occurrences of \( s(z) \), the resulting substring contains a \$ at the beginning, \( m \) blocks of the form “\$s(z)\$” and \( m - 1 \) blocks of the form “\$s(a)\$”. Next, we show that if there is no pair of orthogonal vectors, then there is no shorter substring of \( S \) that contains \( P \) as a subsequence.

**Claim 12.** If there exist no \( a \in A \) and \( b \in B \) which are orthogonal, then there exists no substring of \( S \) of length \( < 3d(2m - 1) + 1 \) which contains \( P \) as a subsequence.

**Proof.** Consider an alignment \( L \) of \( P \) in \( S \). If for every \( b \in B \) the substring \( p(b) \) is aligned to a string of the form \( s(z) \), then \( L \) spans a string of length at least \( 3d(2m - 1) + 1 \). Consider now the case where there exists a \( b \in B \) such that \( p(b) \) is not fully aligned to a string of the form \( s(z) \). By Lemma 11, since there is no \( a \in A \) such that \( a \) and \( b \) are orthogonal, there is no \( s(a) \) such that \( p(b) \) is fully aligned within \( s(a) \). Since no \( s(a) \) or \( s(z) \) contain a \$, this means that the alignment of the string \$ \( p(b) \) \$ spans a string containing either a substring of the form \$ \( s(a) \$ \( s(z) \) \$ or a substring of the form \$ \( s(z) \$ \( s(a) \$. Then the alignment \( L' \)
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defined by aligning $p(b) \$ to the $s(z) \$ in that substring, and everything else as in $L$, spans a substring in $S$ no longer than the substring spanned by $L$. Repeating this for each $p(b)$ that is not aligned to $s(z)$ gives an alignment where every $p(b)$ is aligned to some $s(z)$, and which spans a substring in $S$ no longer than the substring spanned by $L$. Since this substring contains at least $m$ copies of $s(z) \$, it has length at least $3d(2m - 1) + 1$. ▶

Next, we show how to align $P$ in $S$ to yield a shorter substring, if there does exist an orthogonal pair.

\textbf{Claim 13.} If there exist $a \in A$ and $b \in B$ which are orthogonal, then there is a substring of $S$ of length $< 3d(2m - 1) + 1$ that contains $P$ as a subsequence.

\textbf{Proof.} Assume $a_i$ and $b_j$ are orthogonal and $j \leq i$. We align $p(b_j)$ to the first copy of $s(a_i)$, and align $p(b_{j+1}) \cdots p(b_m)$ to the next $m - j$ copies of $s(z)$ to the right of $s(a_i)$, and $p(b_1) \cdots (b_{j-1})$ to the previous $j - 1$ copies of $s(z)$ to the left of $s(a_i)$. See Figure 1. This is possible since $j \leq i$. Let $T$ denote the resulting substring of $S$.

\begin{itemize}
  \item [\textbullet] \textbf{Case 1:} $j = 1$ (or $j = m$). In this case, the substring of $T$ spans $2m - 2$ blocks: It starts (ends) with "$s(a_i) \$", and then includes the $m - 1$ following (preceeding) $s(z)$ blocks.

  Between any two $s(z)$ blocks, there is another block corresponding to some $a_\ell \in A$. Thus in total, the length of $T$ is $3d(2m - 2) + 1 < 3d(2m - 1) + 1$.

  \item [\textbullet] \textbf{Case 2:} $1 < j < m$. The substring $T$ starts and ends with $s(z) \$, and we align to $m - 1$ of the $s(z)$ blocks and to $s(a_i)$ which is somewhere inbetween these. Thus, $T$ includes $m - 1 + m - 2 = 2m - 3$ blocks, and the length of $T$ is $3d(2m - 3) + 1 < 3d(2m - 1) + 1$.

  If $j > i$, we align $p(b_j)$ to the second copy of $s(a_i)$, and again align $p(b_{j+1}) \cdots p(b_m)$ to the next $m - j$ copies of $s(z)$ to the right of $s(a_i)$, and $p(b_1) \cdots p(b_{j-1})$ to the preceding $j - 1$ copies of $s(z)$ to the left of $s(a_i)$. This is possible since $m - j \leq n - i$. The rest follows analogously. ▶

\end{itemize}

\textbf{Analysis.} When $m = \Theta(n^\alpha)$, we have that $|P| = \Theta(|S|) = \Theta(n^d)$, which means that an $O((|S||P|)^{1-\epsilon})$ algorithm for Episode Matching implies an $O(n^{2-2\epsilon}d^{2-2\epsilon})$ algorithm for OV, contradicting OVH.

When $m = \Theta(n^\alpha)$ for some $0 < \alpha < 1$, and $d = n^{\alpha(1)}$, the length of $P$ is $2dm + 1 = mn^{\alpha(1)}$, and the length of $S$ is $3d(4n + 1) + 1 = n^{1+\alpha(1)}$. This means that an $O((|S||P|)^{1-\epsilon'})$ algorithm for Episode Matching implies an $(nm)^{1-\epsilon'}n^{\alpha(1)} = O((nm)^{1-\epsilon'})$ algorithm for OV for any $\epsilon' < \epsilon$, contradicting UOVH.

This proves Theorem 1 for alphabet size at least 4.

\subsection{Binary Alphabet}

We now prove Theorem 1 for a binary alphabet. We will use almost the same reduction as before, but replace $x$ and $\$ with binary gadgets.

\textbf{Inner separator gadget.} Instead of the separating symbol $x$, we define an \textit{inner separator gadget} of the form $0^d$. The strings $p(b)$ and $s(a)$ are defined as before, except that each $x$ is
substituted with the inner separator gadget $0^d$, and we add an extra inner separator gadget at the beginning and end of the string. That is,

$$p(b) = 0^d b[1] 0^d b[2] 0^d \ldots 0^d b[d] 0^d$$

and

$$s(a) = 0^d s(a[1]) 0^d s(a[2]) 0^d \ldots 0^d s(a[d]) 0^d.$$

**Outer separator gadget.** Instead of the separating symbol $\$, we define an *outer separator gadget* of the form $1^{d+1}$. The strings $P$ and $S$ are defined as before, with the new versions of $p(b)$, $s(a)$ and $s(z)$, and every $\$ substituted with the outer separator gadget $1^{d+1}$.

For any $b \in B$, the length of the string $p(b)$ is $(d + 2)d$, since it contains $d + 1$ inner separator gadgets of length $d$. The string $P$ consists of $m + 1$ outer separator gadgets, each of length $d + 1$, and $m$ substrings $p(b)$ each of length $(d + 2)d$. The length of $P$ is therefore $(d + 2)dm + (m + 1)(d + 1) = \Theta(md^2)$.

For any $a \in A$, the length of the string $s(a)$ is $(d + 3)d$. Analogously to before, we define a *block* as a substring of the form $s(a)1^{d+1}$. The length of a block is $(d + 3)d + (d + 1) = d^2 + 4d + 1$. The string $S$ consists of $4n + 1$ blocks (as before), each of length $d^2 + 4d + 1$ and an extra outer separator gadget at the beginning. The length of $S$ is therefore $(d^2 + 4d + 1)(4n + 1) + d + 1 = \Theta(nd^2)$.

Now, if we align every $p(b)$ to a copy of $s(z)$, as in the proof in Section 3.1, we need $2m - 1$ blocks. Thus, we get a substring of length $w = (d^2 + 4d + 1)(2m - 1) + d + 1$. Our reduction will again depend on the fact that if there are no orthogonal vectors, we cannot do much better than that. Namely, we next prove that if there is no pair of orthogonal vectors then there is no substring of $S$ of length $w - 2d$ that contains $P$ as a subsequence (Claim 15), and that if there is a pair of orthogonal vectors then there is a substring of $S$ of length $\leq w - (d^2 + 4d + 1)$ that contains $P$ as a subsequence (Claim 16).

**Algorithm.** We run the assumed blackbox algorithm for Episode Matching on $S$ and $P$. If the algorithm outputs a substring of length at least $w - 2d$, we conclude that there are no orthogonal vectors. If it outputs some string of a shorter length, then there are.

**Correctness.** The correctness proof follows along the same lines as in the alphabet four case. We begin by proving an equivalent version of Lemma 11:

▶ **Lemma 14.** For two vectors $a$ and $b$ of dimension $d$, the string $p(b)$ is a subsequence of $s(a)$ if and only if $b$ and $a$ are orthogonal.

**Proof.** If $a$ and $b$ are orthogonal, then by the same arguments as before, $p(b)$ is a subsequence of $s(a)$. Otherwise, $a$ and $b$ are not orthogonal, so there exists an $i$ such that $b[i] = a[i] = 1$. Assume for the sake of contradiction that $p(b)$ is a subsequence of $s(a)$. Then we must align the 1 corresponding to $b[i]$ with some coordinate gadget $s(a[j]) = 01$ and $j \neq i$. There are two cases depending on whether $i > j$ or $j > i$.

- Case 1: $i > j$. Note that to the left of the 1 corresponding to $b[i]$, there are $(i - 1) + di$ characters in $p(b)$, and to the left of the 1 in $s(a[j]) = 01$ there are $2(j - 1) + dj + 1$ characters in $s(a)$: namely $j - 1$ coordinate gadgets, $j$ inner separator gadgets, and the 0 in $s(a[j])$. But this means that the prefix of $p(b)$ up to $b[i]$ is longer than the prefix of $s(a)$ up to the 1 in $s(a[j])$, since

$$i - 1 + id \geq j + (j + 1)d = j + d + jd > 2(j - 1) + jd + 1,$$
where the last inequality holds because \( j < d \). Thus we cannot have aligned the prefix of \( p(b) \) up to \( b[i] \) to the prefix of \( s(a) \) up to the 1 in \( s(a[j]) \), contradicting that \( p(b) \) is a subsequence of \( s(a) \).

Case 2: \( j > i \). Note that to the right of the 1 corresponding to \( b[i] \), there are \( d - i + (d - i + 1)d = (d - i)(d + 1) + d \) characters in \( p(b) \), and to the right of the 1 in \( s(a[j]) \) there are \( 2(d - j) + (d - j + 1)d = (d - j)(d + 2) + d \) characters in \( s(a) \). But this means that the suffix of \( p(b) \) to the right of \( b[i] \) is longer than the suffix of \( s(a) \) to the right of \( s(a[j]) \), since

\[
(d - i)(d + 1) + d \geq (d - j + 1)(d + 1) + d = (d - j)(d + 1) + 2d + 1 > (d - j)(d + 2) + d.
\]

This means that we cannot have aligned the suffix of \( p(b) \) to the right of \( b[i] \) to the suffix of \( s(a) \) to the right of \( s(a[j]) \), contradicting that \( p(b) \) is a subsequence of \( s(a) \).

Next we prove that if there are no vectors \( a \in A \) and \( b \in B \) which are orthogonal, then we cannot do much better than aligning \( p(b_1), \ldots, p(b_m) \) to \( m \) consecutive copies of \( s(z) \). Recall that we defined the length of that alignment as \( w \).

\[\blacktriangleright \text{Claim 15.} \quad \text{If there exist no } a \in A \text{ and } b \in B \text{ which are orthogonal, then there exists no substring of } S \text{ of length } < w - 2d \text{ that contains } P \text{ as a subsequence.} \]

\[\textbf{Proof.} \quad \text{Assume an alignment such that } p(b_i) \text{ is not aligned to } s(z). \text{ Since there are no orthogonal vectors, there is no } s(a) \text{ such that } p(b_i) \text{ is aligned in } s(a). \text{ Further, since } p(b_i) \text{ starts and ends with a 0, its alignment cannot start or end within an outer separator gadget.} \]

Thus, the alignment of \( p(b_i) \) spans a string either containing

1. a non-empty suffix of some \( s(a_j) \), followed by \( 1^{d+1} \), followed by a non-empty prefix of \( s(z) \) or
2. a non-empty suffix of \( s(z) \), followed by \( 1^{d+1} \), followed by a non-empty prefix of some \( s(a_j) \).

Consider case 1. Since \( s(z) \) only contains \( d \) 1s, at least one character in the outer separator gadget following \( p(b_i) \) cannot be aligned in \( s(z) \). Thus, at least one 1 cannot be aligned before the \( 1^{d+1} \) following \( s(z) \). If \( i < m \), then the inner separator gadget at the beginning of \( p(b_{i+1}) \) cannot be aligned before the beginning of a new block. Thus, the alignment defined by aligning \( p(b_i) 1^{d+1} \) to \( s(z) 1^{d+1} \) spans a string no longer than the original alignment. If \( i = m \), the same alignment spans a string at most \( d \) longer than the original alignment. Analogously, for case 2, we align \( 1^{d+1} p(b_i) \) to \( 1^{d+1} s(z) \). The alignment spans a string of the same length as the original alignment, or at most \( d \) longer if \( i = 1 \). Repeating this step for any \( p(b_i) \) which is not aligned to some \( s(z) \), we get an alignment where every \( p(b_i) \) is aligned to some \( s(z) \), and which spans a string at most \( 2d \) longer than the original alignment. This concludes the proof.

\[\blacktriangleright \text{Claim 16.} \quad \text{If there exist } a \text{ and } b \text{ which are orthogonal, then there is a substring of } S \text{ of length } \leq w - (d^2 + 4d + 1) \text{ (i.e. it is shorter than } w \text{ by at least a block’s length) that contains } P \text{ as a subsequence.} \]

\[\textbf{Proof.} \quad \text{The proof is analogous to that of Claim 13.} \]

\[\textbf{Analysis.} \quad \text{The length of } S \text{ is now } \Theta(nd^2), \text{ and the length of } P \text{ is } \Theta(md^2). \text{ The contradictions to OVH and UOVH are constructed analogously to the alphabet four case. This proves Theorem 1 restricted to binary alphabet.} \]
4 Episode Matching Indexing

In this section we consider the indexing version of episode matching: Given the string $S$ and an integer $k$, construct a data structure that can quickly report the episode matching of any pattern $P$ of length $k$.

4.1 Upper bound

We now prove Theorem 2. We call letters that appear more than $\tau$ times frequent letters. Note that there are at most $\frac{n}{\tau}$ frequent letters. For every $k$-tuple of frequent letters, we precompute and store the answer in a table. The size of this table is therefore $\left(\frac{n}{\tau}\right)^k$. Additionally, for each letter in the alphabet, we store a predecessor data structure containing all positions in $S$ where the letter appears. Using a linear-space predecessor data structure such as y-fast-trie [35], this requires an additional $O(n)$ space (every position in $S$ appears in exactly one predecessor structure) and answers predecessor/successor queries in $O(\log \log n)$ time.

To answer a query, given a pattern $P$ of length $k$, if every letter in $P$ is frequent, we simply return the precomputed answer from the table. Otherwise, suppose $P[j]$ is a non-frequent letter. For each position $i$ s.t $S[i] = P[j]$, we find the minimal substring of $S$ that contains $P$ and aligns $P[j]$ to $S[i]$ (eventually we return the smallest substring found). To do this, we start from location $i$ and use successor queries to find $P[j + 1], P[j + 2], \ldots, P[m - 1]$ and predecessor queries to find $P[j - 1], P[j - 2], \ldots, P[0]$. Since there are at most $\tau$ positions in $S$ that contain $P[j]$, this takes overall $O(\tau \cdot k \log \log n)$ time.

4.2 Lower bound

We now prove Theorem 3. The proof is similar to the ones in [28] and [10].

Recall that in the $k$-Set Disjointness problem, given sets $S_1, \ldots, S_m$ of total size $N$ over a universe $U$, we want a data structure that given $(i_1, \ldots, i_k)$ reports whether $\bigcap_{j=1}^k S_{i_j} = \emptyset$. As in [10], we can reduce $k$-Set Disjointness to $O(\log N)$ instances of $k$-Set Disjointness (each of size $O(N)$) with the property that every element in $U$ appears in the same number of sets (call this number $f$). We next show a reduction from such an instance to episode matching indexing.

Define for each set $S_i$ a unique letter $\alpha_i$. For each distinct element $e \in U$ define a block consisting of the letters $\alpha_i$ corresponding to the sets $S_i$ that contain $e$, sorted by $i$. We then append all such blocks in an arbitrary order and separate each two blocks by an extra block of the form $S^f$ (where $S$ is an extra letter not corresponding to any set). The resulting string $S$ is of length $2N - f = O(N)$. We preprocess $S$ into a data structure for episode matching.

To answer a query $(i_1, \ldots, i_k)$ (we assume w.l.o.g that $i_1 < i_2 < \cdots < i_k$), we query the data structure for $P = \alpha_{i_1} \alpha_{i_2} \cdots \alpha_{i_k}$. If the output is larger than $f$, we answer that the sets are disjoint, otherwise we answer that they are not. The correctness is simple: If there is an element $e$ that appears in all sets $S_{i_1}, \ldots, S_{i_k}$, then $e$’s block contains $\alpha_{i_1} \alpha_{i_2} \cdots \alpha_{i_k}$ (and since we sorted the elements, they will appear in the right order). If on the other hand the sets are disjoint, then there is no block containing all letters, so the smallest substring containing all letters must include at least one $S^f$ block (and is thus longer than $f$).

The total space for all the $O(\log N)$ instances is therefore $O(\log N \cdot s_{\text{episode}}(N))$ and the runtime is $O(\log N \cdot t_{\text{episode}}(N))$, where $s_{\text{episode}}(n)$ and $t_{\text{episode}}(n)$ are the space and query time for a data structure for episode Matching indexing. To prove Theorem 3, assume for contradiction that $t_{\text{episode}}(n) = O(n^\delta)$ and $s_{\text{episode}}(n) = O(n^{k-\delta-\epsilon})$. Then the space for solving $k$-Set Disjointness is $O(N^{k-\delta-\epsilon} \log N) = O(N^{k-\delta-\epsilon'})$, for any $0 < \epsilon' < \epsilon$, and the
time is $O(N^\delta \log N) = O(N^{\delta + \epsilon''})$, for arbitrarily small $\epsilon'' > 0$. Setting $\epsilon'' < \epsilon/k$, we obtain a contradiction to Conjecture 10.

### 4.3 The special case of $k = 2$

We now prove Theorem 4. Recall that, given the string $S$, our goal is to compute the binary matrix $D$ where $D[a, b] = 1$ if and only if $S$ contains a substring of length at most $t$ that starts with the letter $a$ and ends with the letter $b$. Naively, we can compute $D$ in time

\[
\min\{O(n\sigma + \sigma^2), O(nt + \sigma^2)\}.
\]

To get $\tilde{O}(n\sigma + \sigma^2)$, we construct a predecessor data structure for each letter, containing the occurrences of this letter in $S$. Then, for each position in $S$ we find the succeeding occurrence of each letter in the alphabet, using the corresponding predecessor data structure. Whenever we find a pair of letters $(a, b)$ at distance at most $t$, we set $D[a, b]$ to 1. To get $O(nt + \sigma^2)$, for each position in $S$ we scan $t$ entries forward and update $D$ as we go. In the remainder of this section, we will show how to compute $D$ faster using min-plus multiplication of bounded integer matrices:

**Lemma 17** ([37]). Given two $n \times n$ matrices $A$ and $B$, where $A$ has entries in $\{-M, \ldots, M\} \cup \{\infty\}$ and $B$ is arbitrary, we can compute their min-plus product $C = A \odot B$ (defined as $C[i, j] = \min_k [A[i, k] + B[k, j]]$) in $\tilde{O}(\sqrt{n^{(3+\omega)/2}})$ time.

First, we divide the string $S$ into blocks $B_1, B_2, \ldots, B_{n/t}$, each of length $t$ (except maybe the last). Let $\delta_{\text{first}}(a, j)$ (resp. $\delta_{\text{last}}(a, j)$) be the distance from the beginning (resp. end) of the $j$th block to the first (resp. last) $a$ in that block, and $\infty$ if the block has no $a$. Note that $ab$ is a subsequence of a length $t$ substring of $S$ if and only if one of the following two conditions holds:

**Condition 1:** There is a $j$ such that $\delta_{\text{first}}(a, j) + \delta_{\text{last}}(b, j) \leq t$. To check this condition, we check if $(M_1 \odot M_2)[a, b] \leq t$ where $M_1$ is the $\sigma \times n/t$ matrix with $M_1[a, j] = \delta_{\text{first}}(a, j)$, and $M_2$ is the $n/t \times \sigma$ matrix with $M_2[j, b] = \delta_{\text{last}}(b, j)$.

**Condition 2:** There is a $j$ such that $\delta_{\text{last}}(a, j) + \delta_{\text{first}}(b, j + 1) \leq t$. To check this condition, we check if $(M_1 \odot M_2)[a, b] \leq t$ where $M_2$ is the $\sigma \times (n/t - 1)$ matrix with $M_2[a, j] = \delta_{\text{last}}(a, j)$, and $M_4$ is the $(n/t - 1) \times \sigma$ matrix with $M_4[j, b] = \delta_{\text{first}}(b, j + 1)$.

By the above discussion, it only remains to compute the products $M_1 \odot M_2$ and $M_3 \odot M_4$ (as then each entry of $D$ can be found in constant time). We focus on $M_1 \odot M_2$ (the other is symmetric). Observe that the entries of $M_1$ and $M_2$ are integers bounded by $t$. Therefore, we can hope to use Lemma 17 (with $M = t$) to multiply them. However, in Lemma 17 the matrices are square while our matrices are rectangular. To deal with this, we break the matrices into rectangular submatrices according to the value of $\sigma$.

- If $\sigma < n/t$, we split $M_1$ into $M_{1,1}, \ldots, M_{1,\frac{t}{\sigma}}$, each consisting of $\sigma$ consecutive columns. We split $M_2$ into $M_{2,1}, \ldots, M_{2,\frac{t}{\sigma}}$, each consisting of $\sigma$ consecutive rows. Note that $(M_1 \odot M_2)[a, b] = \min_{k=1, \ldots, \frac{n}{\sigma}} (M_{1,k} \odot M_{2,k})[a, b]$. We can thus compute $M_1 \odot M_2$ by computing $\frac{n}{\sigma}$ min-plus products of $\sigma \times \sigma$ matrices, and setting each entry in $M_1 \odot M_2$ to be the minimum of the corresponding entries in the $\frac{n}{\sigma}$ output matrices. Using Lemma 17, this takes time $O\left(\frac{n}{\sigma \tau} \left(\sigma^2 + \sigma^{(3+\omega)/2} \sqrt{T}\right)\right) = O\left(\frac{n}{\sigma \tau} \left(\sigma^{1+\omega/2} \left(\frac{n}{T}\right)^{1/2} \sqrt{T}\right)\right)$.

- If $\sigma \geq n/t$, we split $M_1$ into $M_{1,1}, \ldots, M_{1,\frac{nt}{\sigma}}$, each consisting of $n/t$ consecutive rows. We split $M_2$ into $M_{2,1}, \ldots, M_{2,\frac{nt}{\sigma}}$, each consisting of $n/t$ consecutive columns. We compute $M_1 \odot M_2$ by computing $\left(\frac{nt}{\sigma}\right)$ min-plus products of $n/t \times n/t$ matrices $M_{1,i} \odot M_{2,j}$ for every $i, j$. Using Lemma 17, this takes time $O\left(\left(\frac{nt}{\sigma}\right)^2 \cdot \left(\frac{n}{T}\right)^{(3+\omega)/2} \sqrt{T}\right) = O\left(\sigma^2 \left(\frac{n}{T}\right)^{\omega/2 - 1} \sqrt{T}\right)$.
This proves Theorem 4.
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