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#### Abstract

When interpolating incomplete data, one can choose a parametric model, or opt for a more general approach and use a non-parametric model which allows a very large class of interpolants. A popular non-parametric model for interpolating various types of data is based on regularization, which looks for an interpolant that is both close to the data and also "smooth" in some sense. Formally, this interpolant is obtained by minimizing an error functional which is the weighted sum of a "fidelity term" and a "smoothness term".

The classical approach to regularization is: select "optimal" weights (also called hyperparameters) that should be assigned to these two terms, and minimize the resulting error functional.

However, using only the "optimal weights" does not guarantee that the chosen function will be optimal in some sense, such as the maximum likelihood criterion, or the minimal square error criterion. For that, we have to consider all possible weights.

The approach suggested here is to use the full probability distribution on the space of admissible functions, as opposed to the probability induced by using a single combination of weights. The reason is as follows: the weight actually determines the probability space in which we are working. For a given weight $\lambda$, the probability of a function $f$ is proportional to $\exp \left(-\lambda \int f_{u u}^{2} d u\right)$ (for the case of a function with one variable). For each different $\lambda$, there is a different solution to the restoration problem; denote it by $f_{\lambda}$. Now, if we had known $\lambda$, it would not be necessary to use all the weights; however, all we are given are some noisy measurements of $f$, and we do not know the correct $\lambda$. Therefore, the mathematically correct solution is to calculate, for every $\lambda$, the probability that $f$ was sampled from a space whose probability is determined by $\lambda$, and average the different $f_{\lambda}$ 's weighted by these probabilities.


 The same argument holds for the noise variance, which is also unknown.Three basic problems are addressed is this work:

- Computing the MAP estimate, that is, the function $f$ maximizing $\operatorname{Pr}(f / D)$ when the data $D$ is given. This problem is reduced to a one-dimensional optimization problem.
- Computing the MSE estimate. This function is defined at each point $x$ as $\int f(x) \operatorname{Pr}(f / D) \mathcal{D} f$. This problem is reduced to computing a one-dimensional integral.
In the general setting, the MAP estimate is not equal to the MSE estimate.
- Computing the pointwise uncertainty associated with the MSE solution. This problem is reduced to computing three one-dimensional integrals.
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## 1. Introduction

In many areas of science and engineering, regularization [38, 40] is used to reconstruct objects from partial data. In computer vision, some references are [3, 13, 14, 35, 36]. Reconstruction of surfaces from partial data has been studied in many other fields, for example petroleum exploration [29], geology [4], electronics [2], estimation of the gravitational field of the earth [20], and medical imaging [21, 22]. In the field of maximum entropy, a similar idea is used for reconstruction of missing or corrupted data, as in image restoration [6, 9, 30-32].
The data $D$ can be sparse, e.g., the height of a small number of points on a surface, or dense but incomplete, e.g., the case of optical flow and shape from shading [12] where data is available at many points but consists of the function's or its derivative's value in a certain direction only. The first difficulty in solving this problem stems from the multitude of possible solutions, each satisfying the partial data; which one should be chosen?
Regularization overcomes these difficulties by choosing among the possible objects one which approximates the given data and is also "smooth". This embodies an important assumption-that the "smoother" the object, the more probable it is. Formally, a cost functional $M(f)$ is defined for every object $f$ by $M(f)=D(f)+\lambda S(f)$, where $D(f)$ measures the distance of $f$ from the given data, $S(f)$ measures the smoothness of $f$, and $\lambda>0$ is a parameter. The $f$ chosen is the one minimizing $M()$.
In the one-dimensional case, one can minimize $M(f)=\sum_{i=1}^{n} \frac{\left[f\left(x_{i}\right)-y_{i}\right]^{2}}{2 \sigma^{2}}+\lambda \int_{0}^{1} f_{u u}^{2} d u$. In the twodimensional case, one can minimize $M(f)=$ $\sum_{i=1}^{n} \frac{\left[f\left(x_{i}, y_{i}\right)-z_{i}\right]^{2}}{2 \sigma^{2}}+\lambda \int_{0}^{1} \int_{0}^{1}\left(f_{u u}^{2}+2 f_{u v}^{2}+f_{v v}^{2}\right) d u d v$.

The Bayesian interpretation of this approach is: we are given the data $D$ and want to find the function $f$ which maximizes $\operatorname{Pr}(f / D) \propto \operatorname{Pr}(D / f) \operatorname{Pr}(f)$. Assuming a Gaussian noise model with variance $\sigma^{2}$, $\operatorname{Pr}(D / f) \propto \frac{1}{\sigma^{n}} \exp \left(-\frac{1}{2 \sigma^{2}} \sum\left[f\left(x_{i}\right)-y_{i}\right]^{2}\right)$. Adopting a physical model, it is common to define $\operatorname{Pr}(f) \propto$ $\exp \left(-\lambda \int f_{u u}^{2} d u\right)$. Hence $\operatorname{Pr}(f / D) \propto \exp (-M(f))$, and the function minimizing $M()$ maximizes the likelihood. Since the model is Gaussian, the MAP function is also the MSE function.
We will assume from now on that the functions are defined on the interval $[0,1]$, or the unit square $[0,1] \times[0,1]$, and will usually omit those limits in the integrals. It is also possible to integrate the smoothness
term $f_{u u}^{2}+2 f_{u v}^{2}+f_{v v}^{2}$ over all the plane, but we are interested in dealing with functions which are defined only on a bounded subset, so we choose to compute the integral on the unit interval/square. This is not a severe limitation for computer vision purposes.

The question is, how does one choose $\lambda$ and $\sigma$ ? There are various methods for doing that, and some are mentioned in the following section. Most regularization schemes we are familiar with choose one combination of weights and use them alone to interpolate the function.

However, this approach finds the maximum likelihood (MAP) estimate for the interpolant $f$ only for a given $\lambda$ and $\sigma$. But the MAP estimate should maximize the following:

$$
\int_{w} \operatorname{Pr}(f / D, w) \operatorname{Pr}(w / D) d w
$$

where $w$ varies over the set of all possible weights.
The reason for this is as follows: we do not know what the real weights are; all we know is the probability of each set of weights. Therefore, the probability of a certain $f$ is the sum of its probability for every choice of weights, multiplied by the probability of the weights. Let us give an analogy: suppose an (uneven) dice is given, and each of its sides contains a list of probabilities for ten tasks. The dice is tossed, and then one proceeds to randomly choose a task, using the probability list on the side of the dice which turned up. In order to compute the probability that this experiment results in the undertaking of task number five, for instance, it is not correct to consider only the probability of task number five on the side of the dice which has the highest probability of turning up! Naturally, the probability that the toss will lead to undertaking task number five is the sum of the probabilities of each side, multiplied by the probability of task number five on that side.

For the restoration problem we wish to solve, the sides of the dice are analogous to the different weights, and the functions are analogous to the different tasks. Clearly, it's incorrect to use only the weights with the highest probability.

If $\operatorname{Pr}(w / D)$ has some nice properties-for instance, it is unimodal, symmetric, and concentrated around the pair of weights $w_{\max }$ which maximize $\operatorname{Pr}(w / D)$-it may be reasonable to approximate $\int_{w} \operatorname{Pr}(f / D, w) \operatorname{Pr}(w / D) d w$ by approximating the integrand with a rectangular function around $w_{\max }$. However, the distribution $\operatorname{Pr}(w / D)$ can be complicated and
this approximation will then fail [24, 33]; see also an example of such a data set and the corresponding probability distribution it induces on the weights, in this paper (Figs. 12, 13).

In this paper, it will be shown how to find the function $f$ maximizing $\int_{w} \operatorname{Pr}(f / D, w) \operatorname{Pr}(w / D) d w$. Two other problems which are addressed are computing the expectation of a linear functional on the function space, such as the value of the function at a point. This expectation is the minimal square error (MSE) function. Another problem is to compute the pointwise uncertainty associated with the MSE estimate.

These three quantities-the MAP, the MSE, and the uncertainty-are perhaps the three most important estimators for a statistical entity, and it is therefore very important to rigorously compute them.

These problems are addressed in Sections 3-5. The technical details are described in the appendices. Some examples are given, of 1 and 2D data and its interpolants.

In Appendix 1, we note that if one wants to find the "optimal weights"-that is, the pair of weights $w=\{\lambda, \sigma\}$ which maximizes $\operatorname{Pr}(w / D)$-this can be reduced to a one-dimensional optimization problem, although the optimization is over a two-dimensional hyperparameter space.

In the future, we hope to find efficient numerical algorithms to speed up the algorithms described here.

## 2. Previous Work

A very popular method for determining the smoothing parameter $\lambda$ is Generalized Cross Validation, GCV (bootstrapping) [5, 40]. The idea is to choose a $\lambda$ such that the data points will predict one another. Formally, a function $V_{0}(\lambda)$ is defined as follows: for each sample point $\left(x_{k}, y_{k}\right), 1 \leq k \leq l, f_{k}$ is defined to be the spline minimizing

$$
\sum_{i \neq k}^{l}\left[f\left(x_{i}\right)-y_{i}\right]^{2}+\lambda \int f_{u u}^{2} d u
$$

i.e., the spline interpolating all the data points but the $k$ th. $V_{0}(\lambda)$ is then defined as $\sum_{k=1}^{l}\left[f_{k}\left(x_{k}\right)-y_{k}\right]^{2}$, and the $\lambda$ chosen is the one minimizing $V_{0}()$. This algorithm is called Ordinary Cross-Validation (OCV).

An improvement of this method is the GCV algorithm [5] which proceeds as follows. Since the $f$ interpolating the $l$ data points is a linear combination of
the set $\left\{y_{1}, y_{2} \ldots y_{l}\right\}$, there is a matrix $A(\lambda)$ satisfying

$$
\left(\begin{array}{c}
f\left(x_{1}\right)  \tag{1}\\
\cdot \\
\cdot \\
\cdot \\
f\left(x_{l}\right)
\end{array}\right)=A(\lambda)\left(\begin{array}{c}
y_{1} \\
\cdot \\
\cdot \\
\cdot \\
y_{l}
\end{array}\right)
$$

$A(\lambda)$ is used to define a modified version of $V_{0}$ :

$$
\begin{aligned}
& V(\lambda)=\sum_{k=1}^{l} w_{k}(\lambda)\left[f_{k}\left(x_{k}\right)-y_{k}\right]^{2}, \\
& w_{k}(\lambda)=\left[\frac{1-A_{k k}(\lambda)}{\frac{1}{n} T_{r}(I-A(\lambda))}\right]^{2}
\end{aligned}
$$

( $T_{r}$ stands for Trace and $I$ for the $l \times l$ identity matrix). The $\lambda$ chosen is the one minimizing $V()$. After this, $\lambda$ is used to estimate $\sigma$. In [37], a few methods for choosing the smoothing parameter are analyzed.

Bayesian model selection is another approach for choosing an "optimal" smoothing parameter. To the best of our knowledge, it was first suggested to apply Bayesian model selection to regularization in the pioneering work of Szeliski [33]. There, the following question is posed: given the data $D$, what is the most probable value of the smoothing parameter $\lambda$ ? More recent work in this direction was done by MacKay in [24], and [23], which contains an extensive study on approximations to the ideal Bayesian approach, which, as the author correctly notes, is difficult to implement.

Another method for choosing the smoothing parameter is presented in [10]. In [28], the behavior of the smoothing spline over a range of smoothing parameters is studied, and is then used to construct a confidence interval for the smoothing parameter.

The problem with methods that use a single set of weights is that the choice of the values of $\lambda$ and $\sigma$ is sometimes very sensitive to the data. Since these values are crucial to the shape of the fitted curve or surface, it turns out that sometimes a small change in the data drastically changes the shape of the fitted curve or surface (see Figs. 1, 2 for curve fitting and 4, 5 for surface fitting). Another problem is that, although it can be proved that GCV has some nice asymptotic properties, the choice of the "optimal" values of $\lambda$ and $\sigma$ is heuristic in nature. Nonetheless, the algorithm performs well in general and is widely used; there are very
sophisticated numerical methods for implementing the GCV algorithm.
Work which proceeds in a direction somewhat similar to the one given here is presented in [6, 32]. However, this work is in the realm of entropy and therefore the mathematical framework is rather different from ours; for instance, there is no analog to the concept of the MSE estimate, neither to the concept of the uncertainty of the solution. Moreover, these works assume an uninformative prior on the hyperparameter, while we determine it according to the data. While assuming an uninformative prior on the hyperparameter and integrating it out using this prior may well have a beneficial effect-for instance, in stabilizing the restoration procedure-it is inherently different from the Bayesian approach presented here.
Finally, recent work reported in [25, 26] concerns the problem of computing the MAP solution, in a Bayesian framework, by integrating over the space of smoothing parameters and noise. For "integrating out" these two parameters, a uniform prior on them is assumed, which, as noted, is very different from the prior used in this work.

## 3. Computing the MAP Estimate

In order to compute the MAP estimate, we have to maximize $\operatorname{Pr}(f / D)$ over all functions $f$. Using Bayes' rule, $\operatorname{Pr}(f / D) \propto \operatorname{Pr}(D / f) \operatorname{Pr}(f)$. In order to compute this, one needs to integrate over all values of $\lambda, \sigma$, resulting in

$$
\begin{aligned}
& \int_{0}^{\infty} \sqrt{\lambda} \exp \left(-\lambda \int f_{u u}^{2} d u\right) \operatorname{Prior}(\lambda) d \lambda \\
& \quad \cdot \int_{0}^{\infty} \frac{1}{\sigma^{n}} \exp \left(-\frac{1}{2 \sigma^{2}} \sum\left[f\left(x_{i}\right)-y_{i}\right]^{2}\right) \text { Prior }^{n}(\sigma) d \sigma
\end{aligned}
$$

In this expression, the priors on $\lambda, \sigma$ are general, and not unique to our problem. These are not the priors determined by the data (which are computed in Section 10). In this work, we have used either lognormal or flat priors; the choice of the prior had hardly any effect on the results.

Note that a given $\lambda$ corresponds to the probability $\exp \left(-\lambda \int f_{u u}^{2} d u\right)$ on the function space. The entire probability, over the whole space, therefore equals

$$
\int \operatorname{Pr}(f) \mathcal{D} f=\int \exp \left(-\lambda \int f_{u u}^{2} d u\right) \mathcal{D} f
$$

and, using the change of variables $g=\sqrt{\lambda} f$, it is easy to see that this equals

$$
\frac{1}{\sqrt{\lambda}} \int \exp \left(-\int f_{u u}^{2} d u\right) \mathcal{D} f
$$

it is therefore necessary to multiply the probability by $\sqrt{\lambda}$. This normalization ensures that the structure of the probability, for every $\lambda$, does indeed define a probability space. This is the explanation for the $\sqrt{\lambda}$ in the first integral in the equation for $\operatorname{Pr}(f / D)$.

The expression for $\operatorname{Pr}(f / D)$ has to be maximized over the space of admissible functions. Let us write it more compactly as $F_{1}\left(\int f_{u u}^{2} d u\right) F_{2}\left(\sum\left[f\left(x_{i}\right)-\right.\right.$ $\left.y_{i}\right]^{2}$ ), where $F_{1}(\alpha)=\int_{0}^{\infty} \sqrt{\lambda} \exp (-\lambda \alpha) \operatorname{Prior}(\lambda) d \lambda$ and $F_{2}(\beta)=\int_{0}^{\infty} \frac{1}{\sigma^{n}} \exp \left(-\frac{\beta}{2 \sigma^{2}}\right) \operatorname{Prior}^{n}(\sigma) d \sigma$.

Note that, obviously, $F_{1}()$ and $F_{2}()$ are monotonically decreasing in $\alpha$ and $\beta$ respectively.

It is possible to turn this optimization problem to a one-dimensional optimization by setting $\int f_{u u}^{2} d u$ to a constant $\alpha$, and then minimizing $\sum\left[f\left(x_{i}\right)-y_{i}\right]^{2}$ over all functions $f$ such that $\int f_{u u}^{2} d u=\alpha$.

Using Lagrange multipliers, this problem transforms into one resembling "standard" regularization: find a $\lambda$ such that the function $f$ minimizing $\sum\left[f\left(x_{i}\right)-\right.$ $\left.y_{i}\right]^{2}+\lambda \int f_{u u}^{2} d u$ satisfies $\int f_{u u}^{2} d u=\alpha$, where $\lambda$ is the Lagrange multiplier.

In Section 10.1, it is proved that the $f$ minimizing $\sum\left[f\left(x_{i}\right)-y_{i}\right]^{2}+\lambda \int f_{u u}^{2} d u$ is given by $f(x)=$ $\left(H_{x_{1}}(x) \ldots H_{x_{n}}(x)\right)(A+\lambda I)^{-1}\left(y_{1} \ldots, y_{n}\right)^{t}$, where

$$
H_{x}(\xi)= \begin{cases}0 \leq \xi \leq x: & \frac{(x-1) \xi\left(x^{2}-2 x+\xi^{2}\right)}{6} \\ x \leq \xi \leq 1: & \frac{x(\xi-1)\left(x^{2}+\xi^{2}-2 \xi\right)}{6}\end{cases}
$$

and $A_{i, j}=H_{x_{i}}\left(x_{j}\right)$. Let us denote the data vector $\left(y_{1}, \ldots, y_{n}\right)$ by $Y$. After some manipulations,

$$
\int f_{u u}^{2} d u=Y(A+\lambda I)^{-1} A(A+\lambda I)^{-1} Y^{t}
$$

so, we have to find for which $\lambda$ this expression equals $\alpha$. Diagonalizing $A$ by an orthonormal $U, U A U^{t}=D$, and denoting $Z^{t}=U Y^{t}$, the expression for $\int f_{u u}^{2} d u$ reduces to

$$
\sum \frac{d_{i} Z_{i}^{2}}{\left(d_{i}+\lambda\right)^{2}}
$$

where $d_{i}$ are the diagonal elements of $D$. Finding a $\lambda$ for which this equals $\alpha$ is fast, as this function is
monotonically decreasing in $\lambda$, and we can solve the problem by binary search.

After finding $\lambda$, we have to compute $\sum\left[f\left(x_{i}\right)-\right.$ $\left.y_{i}\right]^{2}$, where $f$ minimizes $\sum\left[f\left(x_{i}\right)-y_{i}\right]^{2}+\lambda \int f_{u u}^{2} d u$. As noted above (see also Section 10.1), this $f$ equals $\left(H_{x_{1}}(x) \ldots H_{x_{n}}(x)\right)(A+\lambda I)^{-1} Y^{t}$. Therefore

$$
\begin{aligned}
f\left(x_{i}\right) & =\left(H_{x_{1}}\left(x_{i}\right) \ldots H_{x_{n}}\left(x_{i}\right)\right)(A+\lambda I)^{-1} Y \\
& =\left(A_{i, 1} \ldots A_{i, n}\right)(A+\lambda I)^{-1} Y^{t}
\end{aligned}
$$

and so

$$
\begin{aligned}
\sum\left[f\left(x_{i}\right)-y_{i}\right]^{2} & =\left\|\left(f\left(x_{1}\right) \ldots f\left(x_{n}\right)\right)-Y\right\|^{2} \\
& =\left\|A(A+\lambda I)^{-1} Y^{t}-Y^{t}\right\|^{2} \\
& =\left\|A U^{t}(D+\lambda I)^{-1} U Y^{t}-Y^{t}\right\|^{2} \\
& =\left\|A U^{t}(D+\lambda I)^{-1} Z^{t}-Y^{t}\right\|^{2}
\end{aligned}
$$

this expression can be computed fast since it involves inverting a diagonal matrix, and since $A U^{t}$ needs to be computed only once.

Now, all that's left is to compute $F_{1}(\alpha) F_{2}(\beta) . F_{1}()$ and $F_{2}()$ are one-dimensional integrals with rather simple integrands, and can be computed fast (or perhaps stored in a table).

What remains is to maximize $F_{1}(\alpha) F_{2}(\beta)$ over $\alpha$ (recall that $\beta$ is not a free parameter, as it is determined by $\alpha$ ).

The algorithm therefore tries to maximize a function $C(\alpha)$ which is defined as follows:

1. compute $F_{1}(\alpha)$
interpolant of the type we're studying which maximizes $\int f_{u u}^{2} d u$ (it corresponds to $\lambda=0$ ).
This is a one-dimensional optimization problem, which we solve numerically. The solution is reasonably fast, taking a few seconds on a workstation.

## 4. Computing the MSE Estimate

An estimator which for some purposes is more useful than the MAP estimate is the MSE estimate. Its value at $x$ is defined by $E_{x}=\int f(x) \operatorname{Pr}(f / D) \mathcal{D} f$.

In order to compute this integral, the following approach is taken. Let us define a probability structure $M_{\lambda, \sigma}$ on the space of admissible functions. In this space, we assume the measurement noise is $\sigma$, and the prior distribution of the function $f$ is $\operatorname{Pr}(f) \propto$ $\exp \left(-\lambda \int f_{u u}^{2} d u\right)$. Under this probability, which is Gaussian, the MSE function, denoted $\left(f_{\text {opt }}\right)_{\lambda, \sigma}$, is equal to the MAP function and there is a closed-form expression for it (given in the previous section). In Section 10.1, we show that

$$
\begin{aligned}
E_{x} & =\int f(x) \operatorname{Pr}(f / D) \mathcal{D} f \\
& =\int_{\lambda} \int_{\sigma}\left(f_{\mathrm{opt}}\right)_{\lambda, \sigma}(x) \operatorname{Pr}(\lambda, \sigma / D) d \lambda d \sigma
\end{aligned}
$$

The idea is to decompose the complicated probability structure over the function space to a weighed sum of simple (Gaussian) probability structures, over each of which we can easily calculate the desired integral.

In Section 10.1, $\operatorname{Pr}\left(M_{\lambda, \sigma} / D\right)$ is computed, and the following expression for $E_{x}$ is derived:

$$
\frac{\int \frac{1}{\sqrt{v}}|A+v I|^{-(1 / 2)}\left(H_{x_{1}}(x) \ldots H_{x_{n}}(x)\right)(A+v I)^{-1} Y^{t}\left[Y(A+v I)^{-1} Y^{t}\right]^{(4-n) / 2} d v}{\int \frac{1}{\sqrt{v}}|A+v I|^{-(1 / 2)}\left[Y(A+v I)^{-1} Y^{t}\right]^{(4-n) / 2} d v}
$$

2. compute the (single) $\lambda_{\alpha}$ which satisfies $\sum \frac{d_{i} Z_{i}^{2}}{\left(d_{i}+\lambda_{\alpha}\right)^{2}}=\alpha$. This is fast because, as noted, $\sum \frac{d_{i} Z_{i}^{2}}{\left(d_{i}+\lambda\right)^{2}}$ is monotonically decreasing in $\lambda$ ( A is positive definite, so $d_{i}>0$ ).
3. define $\beta=\left\|A U^{t}\left(D+\lambda_{\alpha} I\right)^{-1} Z-Y\right\|^{2}$
4. compute $F_{2}(\beta)$
5. return $F_{1}(\alpha) F_{2}(\beta)=C(\alpha)$
and we have to maximize $C(\alpha)$ for $0 \leq \alpha \leq$ $\int\left(f_{\text {interpolate }}\right)_{u u}^{2} d u$, where $f_{\text {interpolate }}$ is the interpolant which passes through the data points. This range covers all the relevant functions, because $f_{\text {interpolate }}$ is the
where $A$ and $H_{x_{i}}$ are the same as in Section 3.
This is a closed-form expression, but it involves a one-dimensional integral whose computation is nontrivial due to the complicated form of the integrand. Currently, we are investigating ways to speed-up the computation of this integral, which computationally is the bottleneck of the algorithm suggested here.

## 5. Computing the Uncertainty Associated With the Interpolant

In $[5,15,19,24,27,33,34,39,40]$, the problem of assigning a measure of uncertainty to the regularizing
interpolant is addressed. This is very important, because usually one wants not only to know the curve (surface) which is optimal in some sense, but also to know how reliable this curve (surface) is. We chose to extend the method suggested in [15], defining the uncertainty of the interpolant at the point $x$ as

$$
\int\left[f(x)-E_{x}\right]^{2} \operatorname{Pr}(f / D) \mathcal{D} f
$$

the details are given in Appendix 2. As was the case with $E_{x}$, we obtain a closed-form solution, but its computation is non-trivial.

Just as the MSE is dependent on the hyperparameters, so is the uncertainty. This is demonstrated in Fig. 10. Two nearly identical data sets result in the GCV algorithm choosing very different values of the hyperparameter $\lambda$, and this results not only in a very different MSE estimate, but also in very different uncertainty intervals (more details in Section 7).

## 6. The 2D Case

All the results in the previous sections have been extended to the 2D case (surface reconstruction). There is one technical difficulty to overcome: the computation of the two-dimensional functions which are the equivalent of the functions $H_{x}(\xi)$. That is, it is necessary to find functions $G_{x, y}(u, v)$ (also called reproducing kernels) which satisfy, for every two-dimensional function $f$, which satisfies some boundary conditions, the equality $\left(f, G_{x, y}\right)_{2 D}=f(x, y)$, where

$$
(f, g)_{2 D}=\iint\left(f_{u u} g_{u u}+2 f_{u v} g_{u v}+f_{v v} g_{v v}\right) d u d v
$$

As opposed to the one-dimensional reproducing kernels, which have a simple form (cubic splines), there is no known closed form expression for the 2D reproducing kernels. In $[15,16]$ this problem is addressed, and it is shown how to quickly compute the functions $G_{x, y}(u, v)$ to any desired accuracy using an approximation on a finite subspace. Due to the fact that the inner product $(f, g)_{2 D}$ is nearly orthogonal on subspaces spanned by trigonometric functions, convergence is very fast, and a subspace of reasonably low dimension is good enough to compute the functions to a very high accuracy. We have implemented this approximation, and used it to restore 2D functions; see Figs. 4-7.

## 7. Examples

A simple pattern-one cycle of a sinusoidal functionwas contaminated with Gaussian noise, with a variance equal to five percent of the amplitude, and then the resulting data was interpolated using the GCV algorithm and the methods suggested in the previous sections. The instability of the GCV is demonstrated by noting that changing the value of the data at a single point radically changes the shape of the fitted curve (Figs. 1 and 2). The MSE estimates for these two data sets are presented in Fig. 3. They were calculated using Eq. (8) of Appendix 1.


Figure 1. GCV chooses a "standard" value of $\lambda$, to interpolate sinusoidal data contaminated by Gaussian noise.


Figure 2. For a data set differing from that of Fig. 1 in only one point, GCV chooses a very small value of $\lambda$, resulting in a completely different fit.


Figure 3. The MSE estimate for the data sets of Figs. 1 and 2, obtained using Eq. (8). Fits are almost identical.


Figure 4. GCV reconstruction for the function $125 x(1-x) y(1-y)$, contaminated by Gaussian noise. This is a "typical" reconstruction for such data.

We have run some tests on 2D data which was created by adding Gaussian noise with a variance of 0.1 to the function $125 x(1-x) y(1-y)$. Figures 4 and 5 demonstrate how the GCV returns radically different results for two data sets which differ only in one pointthis is because, just like in the case of the data in Figs. 1 and 2 , this slight change caused GCV to choose a very different value of $\lambda$. Figure 6 shows the MSE estimate for the data of Fig. 4 (also using Eq. (8)). Applying Eq. (8) to the data of Fig. 5 results in a surface which is almost identical to that of Fig. 6.


Figure 5. For a data set differing from that of Fig. 4 in a single point, GCV finds a radically different interpolation.


Figure 6. The MSE estimate for the data set of Fig. 4, obtained using Eq. (8).

In Fig. 7, the result of restoring real data is given; the points were sampled from a depth image of a human face, and Gaussian noise with a variance of 1 was added to them.

In Fig. 8, the two MAP reconstructions for the data sets of Figs. 1 and 2 are given, with the data.

In Fig. 9, the MSE estimate and confidence intervals for a data set are given. The data is a sample of the $x$-coordinates of a hand-written word.


Figure 7. Data sampled from depth image of human face (left), and its reconstruction (right), obtained using Eq. (8) (a $25 \times 25$ sample from the $100 \times 100$ data is shown).


Figure 8. The suggested method for computing the MAP estimate, for the data sets of Figs. 1 and 2.


Figure 9. MSE function and confidence intervals for an evenly sampled data set. The little " + " signs are the data points, the middle curve is the MSE interpolant, and the upper and lower curves consist of the upper and lower confidence intervals, with a width of (pointwise) one standard deviation. The pointwise variance was computed using Eq. (9).

In Fig. 10, the importance of integrating over the different weights when computing the uncertainty intervals is demonstrated. For the data sets of Figs. 1 and 2 , the GCV algorithm chose two very different values of $\lambda$, although the data sets are nearly identical (they slightly differ in one point only). The lower graph shows the value of the uncertainty, for the $\lambda$ corresponding to the restoration in Fig. 1; the upper graph shows the corresponding quantity for the $\lambda$ corresponding to the restoration in Fig. 2. Note the instability in the values of the uncertainty, which are caused by using only one hyperparameter.

In Fig. 11, the interpolant and confidence intervals are given for data unevenly sampled from a sinusoid with noise added to it. One can see that the uncertainty is larger in areas which are far from the sample points. The uncertainty at the endpoints is zero, because we constrain our functions to be zero at the endpoints (see Appendix 1).

Finally, we give an example which explains why one has to integrate over all the weights. In Fig. 12, two data sets are shown, superimposed. As one can see, they are almost identical. In Fig. 13, the (scaled) probability distribution for the weights $\lambda, \sigma$ of one of the data sets is plotted. It has two distinct peaks, which are rather far apart; the location of the peaks correspond to the location of the most probable weights for the two data sets of Fig. 12. Therefore, the interpolants for the data sets of Fig. 12 which use only the most probable weights are drastically different, although the data sets are almost identical.

## 8. Conclusions and Further Research

This work suggests a straightforward and mathematically rigorous approach for solving three basic problems in curve and surface reconstruction, which are very common in many areas: finding the MAP


Figure 10. The height of the confidence intervals for the two different values of $\lambda$ chosen by the GCV algorithm for the data sets of Fig. 1 (lower thick line) and Fig. 2 (sinusoidal).
interpolant, finding the MSE interpolant, and computing the uncertainty associated with the interpolant.

In the future, we hope to present algorithms for speeding up the computation of these three entities, as well as to expand the model to handle discontinuities. The problem of detecting and handling discontinuities in the data is especially important in the area of computer vision [7, 21, 22, 36]. For that, we plan to extend the Sobolev space to include functions with discontinuities.

## Appendix 1: Computing $\operatorname{Pr}(\lambda, \sigma / D)$ and $E_{x}$

Call the model that assumes $\lambda$ as a smoothing parameter and $\sigma$ as the measurement noise $M_{\lambda, \sigma}$. In this model, $\operatorname{Pr}(f) \propto \exp \left(-\lambda \int f_{u u}^{2} d u\right)$. Given a data set $D$, we
compute $\operatorname{Pr}(\lambda, \sigma / D)$. Using Bayes rule:

$$
\begin{align*}
\operatorname{Pr}(\lambda, \sigma / D) & =\frac{\operatorname{Pr}(D / \lambda, \sigma) \operatorname{Prior}(\lambda, \sigma)}{\operatorname{Pr}(D)} \\
& \propto \operatorname{Pr}(D / \lambda, \sigma) \operatorname{Prior}(\lambda, \sigma) \\
& =\frac{\int \operatorname{Pr}(D / f) \operatorname{Pr}(f / \lambda, \sigma) \mathcal{D} f}{\int \operatorname{Pr}(f / \lambda, \sigma) \mathcal{D} f} \operatorname{Prior}(\lambda, \sigma) \tag{2}
\end{align*}
$$

where the denominator is introduced to turn the distribution on the functions $f$ into a probability, by normalizing its integral on the whole space to 1 .

Since the data is given, it is the same for all models and can be eliminated from consideration. We have used the prior $\operatorname{Prior}(\lambda, \sigma)=\lambda^{-\frac{5}{2}}$, for the following reason. Intuitively, spaces with a prior


Figure 11. MSE function and confidence intervals for an unevenly sampled data set. The little triangles are the data points, the middle curve is the MSE interpolant, and the upper (lower) curves consist of the upper (lower) confidence intervals, with a width of (pointwise) one standard deviation. The pointwise variance was computed using Eq. (9).


Figure 13. The (scaled) probability distribution for one of the data sets of Fig. 12.
distribution determined by a large $\lambda$ are "very much alike", in the sense that random samples from these spaces are very similar [16]. It makes sense therefore to use the average smoothness of the functions to determine the prior. This average smoothness is $\int\left(\int f_{u u}^{2} d u\right) \exp \left(-\lambda \int f_{u u}^{2} d u\right) \mathcal{D} f$. The onedimensional equivalent is $\int x^{2} \exp \left(-\lambda x^{2}\right) d x$, which equals $\lambda^{-\frac{3}{2}}$


Figure 12. Two nearly identical data sets superimposed.

The prior, $\operatorname{Prior}(\lambda)$, should therefore satisfy

$$
\begin{aligned}
b^{-\frac{3}{2}}-a^{-\frac{3}{2}} & =d^{-\frac{3}{2}}-c^{-\frac{3}{2}} \rightarrow \int_{a}^{b} \operatorname{Prior}(\lambda) d \lambda \\
& =\int_{c}^{d} \operatorname{Prior}(\lambda) d \lambda
\end{aligned}
$$

so, $\operatorname{Prior}(\lambda)=\lambda^{-\frac{5}{2}}$. This agrees with intuition-since the spaces for small values of $\lambda$ differ much more than those with large values of $\lambda$, the prior is much greater when $\lambda$ is small.

Unless some information on the noise is given, no prior is assumed on $\sigma$. However, we have experimented with different priors-such as log-normal-and the results seem to hardly depend on the specific prior.

Although the space $M_{\lambda, \sigma}$ is infinite dimensional, it is possible to reduce Eq. (2) to a quotient of two integrals
is defined, the natural space is the Sobolev space $L_{2}^{2}$, which consists of the functions having a second derivative which is square integrable (for an extensive treatment of Sobolev spaces, see [1]).

For technical reasons, we restrict ourselves to the subspace of $L_{2}^{2}$ which is defined by $\left\{f \in L_{2}^{2} / f(0)=\right.$ $f(1)=0\}$. The reason is that otherwise the denominator in Eq. (2) is not defined. We will keep denoting the model/function space by $M_{\lambda, \sigma}$. Note that this is not really a restriction-any two numbers $B_{0}$ and $B_{1}$ can be used for boundary conditions at 0 and 1 , simply by subtracting the linear function which obtains the values $B_{0}$ and $B_{1}$ at 0 and 1. One can use different constraints, such as fixing the function's and its derivative's value at some point.

It turns out that the calculations are a little simpler if we make a change of variable, $\rho=\sqrt{2} \sigma$. The expression for the probability of $M_{\lambda, \sigma}$ given $D$ is then

$$
\begin{aligned}
& \frac{1}{(2 \pi)^{n / 2}\left(\frac{\rho}{\sqrt{2}}\right)^{n}} \frac{\int \exp \left(-\left(\lambda \int f_{u u}^{2} d u+\sum_{i=1}^{n} \frac{\left[f\left(x_{i}\right)-y_{i}\right]^{2}}{\rho^{2}}\right)\right) \mathcal{D} f}{\int \exp \left(-\lambda \int f_{u u}^{2} d u\right) \mathcal{D} f} \\
& =\frac{\exp \left(-\frac{\|Y\|^{2}}{\rho^{2}}\right)}{\pi^{n / 2} \rho^{n}} \frac{\int \exp \left(-\left(\lambda \int f_{u u}^{2} d u+\frac{1}{\rho^{2}} \sum_{i=1}^{n} f^{2}\left(x_{i}\right)-\frac{2}{\rho^{2}} \sum_{i=1}^{n} y_{i} f\left(x_{i}\right)\right)\right) \mathcal{D} f}{\int \exp \left(-\lambda \int f_{u u}^{2} d u\right) \mathcal{D} f}
\end{aligned}
$$

defined on a finite dimensional space. The rest of this section is dedicated to this reduction, culminating in the expression of Eq. (7).
The problem of computing such integrals as those appearing in Eq. (2)—which are defined over infinite dimensional domains-has been solved for some types of integrals in the realm of pure mathematics $[8,11,17-$ 19, 41]. It was applied to the types of spaces used in regularization in $[15,16]$. The space $M_{\lambda, \sigma}$ is a "Hilbert space" [42]. We will need to use the notion of an orthogonal subspace; let us recall that if $U$ is a subspace of a Hilbert space $H$, its orthogonal subspace, $U^{\perp}$, is defined as-

$$
U^{\perp}=\{h \in H / u \in U \Longrightarrow(u, h)=0\}
$$

It is well known that for every $h \in H$, there are unique $u_{1} \in U$ and $u_{2} \in U^{\perp}$ such that $u_{1}+u_{2}=h$. They are called the projections of $u$ on $U$ and $U^{\perp}$, and are denoted $h_{U}$ and $h_{U^{\perp}}$.

The Hilbert space used in this work is the space of all functions which can serve as interpolants in the framework of regularization. Since we have to use functions $f$ for which the smoothness term $\int f_{u u}^{2} d u$
where $Y$ is the data vector, $\left(y_{1}, y_{2} \ldots y_{n}\right)$.
Now, let us simplify the last expression by defining two inner products on $M_{\lambda, \sigma}$ :

$$
\begin{aligned}
& (f, g)_{1}=\frac{1}{\rho^{2}} \sum_{i=1}^{n} f\left(x_{i}\right) g\left(x_{i}\right)+\lambda \int f_{u u} g_{u u} d u \\
& (f, g)_{2}=\lambda \int f_{u u} g_{u u} d u
\end{aligned}
$$

For every $x_{i}$, let us denote by $H_{x_{i}}$ the function which satisfies, for every $f \in M_{\lambda, \sigma}, \int\left(H_{x_{i}}\right)_{u u} f_{u u} d u=f\left(x_{i}\right)$. We can explicitly calculate this function, following the same method as in [15]:

$$
H_{x}(\xi)= \begin{cases}0 \leq \xi \leq x: & \frac{(x-1) \xi\left(x^{2}-2 x+\xi^{2}\right)}{6} \\ x \leq \xi \leq 1: & \frac{x(\xi-1)\left(x^{2}+\xi^{2}-2 \xi\right)}{6}\end{cases}
$$

note that this expression depends only on the location of the sample points $x_{i}$, and not the value of the samples $y_{i}$. As it turns out, this saves a lot of computation.

Finally, let us define for each $i$ the function $h_{x_{i}}=\frac{H_{x_{i}}}{\lambda}$. Obviously, $\left(f, h_{x_{i}}\right)_{2}=f\left(x_{i}\right)$ for every $f \in M_{\lambda, \sigma}$, and so, if we define $f_{0}=-\frac{2}{\rho^{2}} \sum_{i=1}^{n} y_{i} h_{x_{i}}=-\frac{2}{\lambda \rho^{2}} \sum_{i=1}^{n}$ $y_{i} H_{x_{i}}$, then $\left(f, f_{0}\right)_{2}=-\frac{2}{\rho^{2}} \sum_{i=1}^{n} y_{i} f\left(x_{i}\right)$.

After these definitions, the expression for the probability reduces to

$$
\begin{equation*}
\frac{\exp \left(-\frac{\|Y\|^{2}}{\rho^{2}}\right)}{\pi^{n / 2} \rho^{n}} \frac{\int \exp \left(-\left[(f, f)_{1}+\left(f, f_{0}\right)_{2}\right]\right) \mathcal{D} f}{\int \exp \left(-(f, f)_{2}\right) \mathcal{D} f} \tag{3}
\end{equation*}
$$

This integral can be computed using the fact that the function space can be decomposed into a direct sum, where the two inner products $(,)_{1}$ and $(,)_{2}$ differ from each other only on one of the summands, which is finite dimensional. Specifically, let us define a subspace $W$ of $M_{\lambda, \sigma}$ by

$$
\begin{aligned}
W & =\left\{f \in M_{\lambda, \sigma} \mid f\left(x_{1}\right)=f\left(x_{2}\right)\right. \\
& \left.=\ldots=f\left(x_{n}\right)=0\right\}
\end{aligned}
$$

when restricted to $W,(,)_{1}$ and $(,)_{2}$ define the same inner product. Moreover, if $f \in M_{\lambda, \sigma}$ and $g \in W$, then $(f, g)_{1}=(f, g)_{2}$.

Now, if $f \in W$, then for every $1 \leq i \leq 1$, $\left(f, h_{x_{i}}\right)_{1}=f\left(x_{i}\right)=0$, hence $h_{x_{i}} \in W^{\perp}$. Since the $h_{x_{i}}$ 's are linearly independent [15], we have from dimension arguments the following important result

$$
W^{\perp}=\operatorname{span}\left\{h_{x_{1}}, h_{x_{2}} \ldots h_{x_{n}}\right\}
$$

next, let us write the expression in the exponent of the integrand in the numerator of Eq. (3) using the decomposition into $W$ and $W^{\perp}$ :

$$
\begin{aligned}
(f, f)_{1}+\left(f, f_{0}\right)_{2}= & \left(f_{W}, f_{W}\right)_{2} \\
& +\left(f_{W^{\perp}}, f_{W^{\perp}}\right)_{1}+\left(f_{W^{\perp}}, f_{0}\right)_{2}
\end{aligned}
$$

here, we have used the fact that $f_{0} \in W^{\perp}$ (obvious, since it is a linear combination of the $h_{x_{i}}$ 's), and also the fact that, restricted to $W$, the two inner products are the same.

Similarly, the expression in the exponent of the integrand in the denominator of Eq. (3) is $\left(f_{W}, f_{W}\right)_{2}+$ $\left(f_{W^{\perp}}, f_{W^{\perp}}\right)_{2}$. Writing the appropriate exponents as products, e.g.,

$$
\begin{aligned}
& \exp \left(-\left[(f, f)_{1}+\left(f, f_{0}\right)_{2}\right]\right)=\exp \left(-\left(f_{W}, f_{W}\right)_{2}\right) \\
& \quad \times \exp \left(-\left(f_{W^{\perp}}, f_{W^{\perp}}\right)\right)_{1} \exp \left(-\left(f_{W^{\perp}}, f_{0}\right)\right)_{2}
\end{aligned}
$$

we see that the integrals over $W$ cancel out, and the expression in Eq. (3) is equal to

$$
\begin{equation*}
\frac{\exp \left(-\frac{\|Y\|^{2}}{\rho^{2}}\right)}{\pi^{n / 2} \rho^{n}} \frac{\int_{W^{\perp}} \exp \left(-\left[(f, f)_{1}+\left(f, f_{0}\right)_{2}\right]\right) \mathcal{D} f}{\int_{W^{\perp}} \exp \left(-(f, f)_{2}\right) \mathcal{D} f} \tag{4}
\end{equation*}
$$

This expression is computed by identifying $W^{\perp}$ with $\mathcal{R}^{n}$. The $n$-dimensional vector $\left(u_{1}, u_{2} \ldots u_{n}\right)$ is identified with $\sum_{i=1}^{n} u_{i} h_{x_{i}}$. There is no need to worry about the Jacobian of this transformation, as it appears both in the numerator and denominator and hence cancels out. We are left with the following:

$$
\begin{equation*}
\frac{\exp \left(-\frac{\|Y\|^{2}}{\rho^{2}}\right)}{\pi^{n / 2} \rho^{n}} \frac{\int_{\mathcal{R}^{n}} \exp \left(-\left[u \Lambda_{1} u^{T}+\left(u, u_{0}\right)\right]\right) d u}{\int_{\mathcal{R}^{n}} \exp \left(-\left(u \Lambda_{2} u^{T}\right)\right) d u} \tag{5}
\end{equation*}
$$

where (, ) denotes the usual scalar product on $\mathcal{R}^{n}$, and

$$
\begin{aligned}
\left(\Lambda_{2}\right)_{i, j}= & \left(h_{x_{i}}, h_{x_{j}}\right)_{2}=h_{x_{i}}\left(x_{j}\right) \\
\left(\Lambda_{1}\right)_{i, j}= & \left(h_{x_{i}}, h_{x_{j}}\right)_{1}=\left(h_{x_{i}}, h_{x_{j}}\right)_{2} \\
& +\frac{1}{\rho^{2}} \sum_{k=1}^{n} h_{x_{i}}\left(x_{k}\right) h_{x_{j}}\left(x_{k}\right)
\end{aligned}
$$

and

$$
\left[u_{0}\right]_{i}=-\frac{2}{\rho^{2}} \sum_{k=1}^{n} y_{k} h_{x_{k}}\left(x_{i}\right)
$$

defining an $n \times n$ matrix $A$ by $A_{i, j}=H_{x_{i}}\left(x_{j}\right)$, we have

$$
\begin{aligned}
\Lambda_{2} & =\frac{A}{\lambda} \\
\Lambda_{1} & =\frac{A}{\lambda}+\frac{A^{2}}{\lambda^{2} \rho^{2}} \\
u_{0} & =-\frac{2}{\lambda \rho^{2}} Y A
\end{aligned}
$$

and so the expression of Eq. (5) equals

$$
\begin{equation*}
\frac{\exp \left(-\frac{\|Y\|^{2}}{\rho^{2}}\right)}{\pi^{n / 2} \rho^{n}}\left|\Lambda_{2}\right|^{1 / 2}\left|\Lambda_{1}\right|^{-(1 / 2)} \exp \left(\frac{1}{4} u_{0} \Lambda_{1}^{-1} u_{0}^{t}\right) \tag{6}
\end{equation*}
$$

now, $\Lambda_{1}=\frac{A}{\lambda}+\frac{A^{2}}{\lambda^{2} \rho^{2}}=\frac{1}{\lambda^{2} \rho^{2}}\left(\lambda \rho^{2} A+A^{2}\right)=$ $\frac{A}{\lambda^{2} \rho^{2}}\left(\lambda \rho^{2} I+A\right)$, and so $\left|\Lambda_{1}\right|^{-(1 / 2)}=\lambda^{n} \rho^{n}|A|^{-(1 / 2)}$ $\left|\lambda \rho^{2} I+A\right|^{-(1 / 2)}$.

Since $\left|\Lambda_{2}\right|^{1 / 2}=\lambda^{-(n / 2)}|A|^{1 / 2}$, we have that

$$
\frac{1}{\pi^{n / 2} \rho^{n}}\left|\Lambda_{2}\right|^{1 / 2}\left|\Lambda_{1}\right|^{-(1 / 2)}=\frac{\lambda^{n / 2}}{\pi^{n / 2}}\left|\lambda \rho^{2} I+A\right|^{-(1 / 2)} .
$$

Next, we turn to calculate the exponent in Eq. (6): it is equal to $\frac{1}{4} u_{0} \Lambda_{1}^{-1} u_{0}^{t}-\frac{\|Y\|^{2}}{\rho^{2}}$. Using the fact that $u_{0}=$ $-\frac{2}{\lambda \rho^{2}} Y A$, we get

$$
\begin{aligned}
\frac{1}{4} u_{0} \Lambda_{1}^{-1} u_{0}^{t} & =\frac{1}{4}\left(\frac{2}{\lambda \rho^{2}}\right)^{2} \lambda^{2} \rho^{2} Y A\left(\lambda \rho^{2} I+A\right)^{-1} Y^{t} \\
& =\frac{Y A\left(\lambda \rho^{2} I+A\right)^{-1} Y^{t}}{\rho^{2}}
\end{aligned}
$$

to get the total exponent we have to subtract $\frac{\|Y\|^{2}}{\rho^{2}}$ from this, which results in
$\frac{Y A\left(\lambda \rho^{2} I+A\right)^{-1} Y^{t}-\|Y\|^{2}}{\rho^{2}}=-\lambda Y\left(A+\lambda \rho^{2} I\right)^{-1} Y^{t}$ and, all in all, the probability is
$\frac{\lambda^{n / 2}}{\pi^{n / 2}}\left|A+\lambda \rho^{2} I\right|^{-(1 / 2)} \exp \left(-\lambda Y\left(A+\lambda \rho^{2} I\right)^{-1} Y^{t}\right)$
If one wishes to find the MAP weights-that is, the $\lambda$ and $\sigma$ maximizing Eq. (7)-this can be reduced to a one-dimensional optimization problem as follows. Let us substitute $u$ for $\lambda$ and $v$ for $\lambda \rho^{2}$. Then,

$$
\begin{aligned}
& \frac{\lambda^{n / 2}}{\pi^{n / 2}}\left|A+\lambda \rho^{2} I\right|^{-(1 / 2)} \exp \left(-\lambda Y\left(A+\lambda \rho^{2} I\right)^{-1} Y^{t}\right) \\
& \quad=\frac{1}{\pi^{n / 2}} \frac{u^{n / 2}}{K_{2}(v)} \exp \left(-u K_{1}(v)\right)
\end{aligned}
$$

where the definitions of $K_{1}()$ and $K_{2}()$ are the obvious ones. Keeping $v$ constant, we can maximize over $u$ (discarding for the moment quantities which depend only on $v$ ):

$$
\begin{aligned}
& \frac{\partial}{\partial u}\left(u^{n / 2} \exp \left(-u K_{1}(v)\right)\right) \\
& \quad=\frac{n}{2} u^{n /(2-1)} \exp \left(-u K_{1}(v)\right) \\
& \quad-K_{1}(v) u^{n / 2} \exp \left(-u K_{1}(v)\right)
\end{aligned}
$$

which is zero when $u=\frac{n}{2 K_{1}(v)}$. Substituting this back into the expression for the probability yields

$$
\begin{aligned}
& \frac{1}{\pi^{n / 2}} \frac{\left[\frac{n}{2 K_{1}(v)}\right]^{n / 2}}{K_{2}(v)} \exp \left(-\frac{n}{2 K_{1}(v)} K_{1}(v)\right) \\
& \quad=\frac{\left(\frac{n}{2 \pi e}\right)^{n / 2}}{K_{2}(v)\left[K_{1}(v)\right]^{n / 2}}
\end{aligned}
$$

If $v_{\text {max }}$ maximizes this expression, we can easily extract the optimal $\lambda$, which is equal to $\frac{n}{2 K_{1}\left(v_{\text {max }}\right.}$, and $\rho$, which is $\sqrt{2 v K_{1}\left(v_{\max }\right) / n}$, hence the optimal $\sigma$ is $\sqrt{v_{\max } K_{1}\left(v_{\max }\right) / n}$.

Again, it is important to emphasize that these $\lambda$ and $\sigma$ are "optimal" only in the sense that they maximize $\operatorname{Pr}\left(M_{\lambda, \sigma}\right)$, and that the MAP and MSE estimates can be rather different from the estimate $\left(f_{\text {opt }}\right)_{\lambda_{\max }, \sigma_{\max }}$ obtained using only these "optimal" $\lambda$ and $\sigma$.

As noted before, $\left(f_{\text {opt }}\right)_{\lambda_{\max }, \sigma_{\max }}$ may be a good approximation to the MSE estimate if $\operatorname{Pr}\left(M_{\lambda, \sigma}\right)$ is unimodal, symmetric, and concentrated around $M_{\lambda_{\max },}, \sigma_{\max }$. In that case, it will be very useful to find $\left\{\lambda_{\max }, \sigma_{\max }\right\}$, because computing $\left(f_{\text {opt }}\right)_{\lambda_{\text {max }}, \sigma_{\max }}$ is faster than computing the MSE estimate using Eq. (8). The simple observation above shows that one can reduce the search for $\left\{\lambda_{\max }, \sigma_{\max }\right\}$ from a two-dimensional minimization problem to a one-dimensional one.

## A1. 1 Computing the Expectation of the Value at $x$

If $L$ is a functional on $f$, its expectation given $D$ is

$$
E[L(f) / D]=\int L(f) \operatorname{Pr}(f / D) \mathcal{D} f
$$

if we want to compute the value of a function at a point $x$, then $L(f)$ is simply the evaluation at $x$, and the expectation can be computed, according to Fubini's theorem, by first evaluating it for each $\{\lambda, \sigma\}$ pair, and then integrating over all such pairs, weighing each one by its probability conditioned by the data $D$ :

$$
\begin{aligned}
E_{x} & =E[f(x) / D] \\
& =\iint E[f(x) / D, \lambda, \sigma] \operatorname{Pr}(\lambda, \sigma / D) d \lambda d \sigma
\end{aligned}
$$

First, we have to compute $E[f(x) / D, \lambda, \sigma]$. However, the probability distribution on $M_{\lambda, \sigma}$ is Gaussian, so it is enough to find the MAP estimate. As shown in Eq. (5), the probability of $u$ in $M_{\lambda, \sigma}$ is $\exp \left(-\left[u \Lambda_{1} u^{T}+\right.\right.$ ( $\left.u, u_{0}\right)$ ]) (using the same notations as those in this appendix). Therefore, the $u$ maximizing the probability has to minimize $u \Lambda_{1} u^{T}+\left(u, u_{0}\right)$, so $u=\frac{1}{2} \Lambda_{1}^{-1} u_{0}$. Substituting the expressions previously derived in the appendix,

$$
\left[u_{0}\right]_{i}=-\frac{2}{\rho^{2}} \sum_{k=1}^{n} y_{k} h_{x_{k}}\left(x_{i}\right)
$$

and

$$
\begin{aligned}
& \Lambda_{1}=\frac{A}{\lambda}+\frac{A^{2}}{\lambda^{2} \rho^{2}} \\
& u_{0}=-\frac{2}{\lambda \rho^{2}} Y A
\end{aligned}
$$

it is easy to verify that

$$
\begin{aligned}
& \iint\left[\int\left[f^{2}(x)-2 E_{x} f(x)+E_{x}^{2}\right]\right. \\
& \quad \times \operatorname{Pr}(f / D, \lambda, \sigma) \mathcal{D} f] \operatorname{Pr}(\lambda, \sigma / D) d \lambda d \sigma=
\end{aligned}
$$

(recalling the definition of $E_{x}$ )

$$
\begin{aligned}
& \iint\left[\int f^{2}(x) \operatorname{Pr}(f / D, \lambda, \sigma) \mathcal{D} f\right] \\
& \quad \times \operatorname{Pr}(\lambda, \sigma / D) d \lambda d \sigma-E_{x}^{2}
\end{aligned}
$$

And so $E[f(x) / D]$ equals

$$
\frac{\iint\left(H_{x_{1}}(x) \ldots H_{x_{n}}(x)\right)\left(A+\lambda \rho^{2} I\right)^{-1} Y^{t} \frac{\lambda^{(n-5) / 2}}{\pi^{n / 2}}\left|A+\lambda \rho^{2} I\right|^{-(1 / 2)} \exp \left(-\lambda Y\left(A+\lambda \rho^{2} I\right)^{-1} Y^{t}\right) d \lambda d \sigma}{\iint \frac{\lambda^{(n-5) / 2}}{\pi^{n / 2}}\left|A+\lambda \rho^{2} I\right|^{-(1 / 2)} \exp \left(-\lambda Y\left(A+\lambda \rho^{2} I\right)^{-1} Y^{t}\right) d \lambda d \sigma}
$$

using the change of variables $u=\lambda, v=\lambda \rho^{2}$, the integral transforms to

$$
\frac{\iint \frac{1}{\sqrt{v}}\left(H_{x_{1}}(x) \ldots H_{x_{n}}(x)\right)(A+v I)^{-1} Y^{t} \frac{u^{(n-6 / 2}}{\pi^{n / 2}}|A+v I|^{-(1 / 2)} \exp \left(-u Y(A+v I)^{-1} Y^{t}\right) d u d v}{\iint \frac{1}{\sqrt{v}} \frac{u^{(n-6 / 2}}{\pi^{n / 2}}|A+v I|^{-(1 / 2)} \exp \left(-u Y(A+v I)^{-1} Y^{t}\right) d u d v}
$$

the inner integral is a Gamma function, hence the last expression reduces to

$$
\begin{equation*}
\frac{\int \frac{1}{\sqrt{v}}|A+v I|^{-(1 / 2)}\left(H_{x_{1}}(x) \ldots H_{X_{n}}(x)\right)(A+v I)^{-1} Y^{t}\left[Y(A+v I)^{-1} Y^{t}\right]^{(4-n) / 2} d v}{\int \frac{1}{\sqrt{v}}|A+v I|^{-(1 / 2)}\left[Y(A+v I)^{-1} Y^{t}\right]^{(4-n) / 2} d v} \tag{8}
\end{equation*}
$$

This integral is computed numerically. As in Section 3, $A$ is diagonalized to save time when computing the integrand.

## Appendix 2: Computing the Pointwise Uncertainty

The computation of the uncertainty at a point resembles the one carried out in [15], but is somewhat more complicated, because in that work it was assumed that the probability of a function depended on a single pair of weights, $\{\lambda, \sigma\}$. Let us proceed with the computation:

$$
\begin{aligned}
& \int\left[f(x)-E_{x}\right]^{2} \operatorname{Pr}(f / D) \mathcal{D} f=\int\left[f(x)-E_{x}\right]^{2} \\
& \quad \times\left[\iint \operatorname{Pr}(f / D, \lambda, \sigma) \operatorname{Pr}(\lambda, \sigma / D) d \lambda d \sigma\right] \mathcal{D} f=
\end{aligned}
$$

(due to Fubini's theorem)

$$
\begin{aligned}
& \iint\left[\int\left[f(x)-E_{x}\right]^{2} \operatorname{Pr}(f / D, \lambda, \sigma) \mathcal{D} f\right] \\
& \quad \times \operatorname{Pr}(\lambda, \sigma / D) d \lambda d \sigma=
\end{aligned}
$$

Proceeding as with the computation in the previous appendix, the inner integral is equal to

$$
\begin{aligned}
& \int f^{2}(x) \operatorname{Pr}(f / D, \lambda, \sigma) \mathcal{D} f \\
& \quad=\frac{\int f^{2}(x) \exp \left(-\left[(f, f)-2\left(f, f_{0}\right)\right]\right) \mathcal{D} f}{\int \exp \left(-\left[(f, f)-2\left(f, f_{0}\right)\right]\right) \mathcal{D} f}
\end{aligned}
$$

where $(f, g)=\frac{1}{\rho^{2}} \sum f\left(x_{i}\right) g\left(x_{i}\right)+\lambda \int f_{u u} g_{u u} d u$, and $f_{0}=\sum y_{i} h_{x_{i}}$, where $h_{x_{i}}$ are the reproducing kernels satisfying $\left(f, h_{x_{i}}\right)=f\left(x_{i}\right)$ (note that these are different than the $H_{x_{i}}$ ).

By a change of variables this turns out to be

$$
\begin{gathered}
\frac{\int\left[g(x)+f_{0}(x)\right]^{2} \exp (-(g, g)) \mathcal{D} g}{\int g^{2}(x) \exp (-(g, g)) \mathcal{D} g} \\
=\int\left[f_{0}^{2}(x)+g^{2}(x)\right] \mu(D g)
\end{gathered}
$$

where $\mu(D g)$ is the Gaussian measure induced by the inner product ( ) [8, 15, 19]. We need to compute $\int g^{2}(x) \mu(D g)$. In [15] it is shown that this integral equals

$$
\rho^{2} V_{x}\left(B_{1}+\lambda \rho^{2} B_{1}^{2}\right)^{-1} V_{x}^{T}
$$

where, if we denote $x=x_{n+1}, V_{x}=\left(H_{x_{1}}(x) \ldots\right.$ $\left.H_{x_{n+1}}(x)\right)$, and $B_{1}$ is the $(n+1) \times(n+1)$ matrix defined by $\left(B_{1}\right)_{i, j}=H_{i}\left(x_{j}\right)$ (so, $B_{1}$ contains $A$ as a sub-matrix).

Now we have to incorporate the exterior integrals, over $\lambda$ and $\sigma$. We use the same substitution we used before to reduce this integral to a one-dimensional integral. Adding the other summands-that is, $-E_{x}^{2}$ and the integral of the squared expectation (the term corresponding to the integral of $\left.f_{0}^{2}(x)\right)$-we finally get the following expression for the uncertainty, or variance, at $x$ :
3. M. Bertero, T.A Poggio, and V. Torre, "Ill-posed problems in early vision," in Proceedings of the IEEE, Vol. 8, pp. 869-889, 1988.
4. R.J. Chorley, Spatial Analysis in Geomorphology, Methuen and Co., 1972.
5. P. Craven and G. Whaba, "Optimal smoothing of noisy data with spline functions," Numerische Mathematik, Vol. 31, pp. 377-403, 1979.
6. R. Fischer, W. Von Der Linden, and V. Dose, "On the Importance of $\alpha$ Marginalization in Maxium Entropy," Maximum Entropy and Bayesian Methods (book chapter), Kluwer Academic, 1996, 229-236.
7. S. Geman and D. Geman, "Stochastic relaxation, Gibbs distribution, and the Bayesian restoration of images," IEEE Trans. on Pattern Analysis and Machine Intelligence, Vol. 6, pp. 721-741, 1984.
8. L. Gross, "Integration and non-linear transformations in Hilbert space," Transactions of the American Mathematical Society, Vol. 94, pp. 404-440, 1960.

$$
\begin{aligned}
& \frac{\left.\left.2 \int \sqrt{v}|A+v I|^{-(1 / 2)}\left(H_{x_{1}}(x) \ldots H_{x_{n}}(x)\right), H_{x}(x)\right)\left(B_{1}+v B_{1}^{2}\right)^{-1}\left(H_{x_{1}}(x) \ldots H_{x_{n}}(x)\right), H_{x}(x)\right)^{t}\left[Y(A+v I)^{-1} Y^{t}\right]^{(6-n) / 2} d v}{(n-6) \int \frac{1}{\sqrt{v}}|A+v I|^{-(1 / 2)}\left[Y(A+v I)^{-1} Y^{t}\right]^{(4-n) / 2} d v} \\
& +\frac{\int \frac{1}{\sqrt{v}}|A+v I|^{-(1 / 2)}\left[\left(H_{x_{1}}(x) \ldots H_{x_{n}}(x)\right)(A+v I)^{-1} Y^{t}\right]^{2}\left[Y(A+v I)^{-1} Y^{t}\right]^{(4-n) / 2} d v}{\int \frac{1}{\sqrt{v}}|A+v I|^{-(1 / 2)}\left[Y(A+v I)^{-1} Y^{t}\right]^{(4-n) / 2} d v} \\
& -\left[\frac{\int \frac{1}{\sqrt{v}}|A+v I|^{-(1 / 2)}\left(H_{x_{1}}(x) \ldots H_{x_{n}}(x)\right)(A+v I)^{-1} Y^{t}\left[Y(A+v I)^{-1} Y^{t}\right]^{(4-n) / 2} d v}{\int \frac{1}{\sqrt{v}}|A+v I|^{-(1 / 2)}\left[Y(A+v I)^{-1} Y^{t}\right]^{(4-n) / 2} d v}\right]^{2}
\end{aligned}
$$
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