lmage Processing - lesson 10 Normalized Correlation - Example
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| Correspondence Problem

[
o® e
match?

measurements

* Solution for affine transformation(*): test
matching of all tripletsin the model and the data
measurements.

« Problem: very high computational complexity.
« Solution: geometrichashing.
* (*) Affine=linear + trandation.

Theideaif ~ PuP,: Py P, arepointsinthe
model which satisfy

ap +bp, +cp; = p,,a+tb+c=1

Then, if there’ s an affine model-data matching
PL®gpP,®qp®qp®q,

Wewilldsohave: @G +bg, +cd;=q,

Geometric hashing usesahash tableto searchfor

similar(a, b, C)tripletsin the model and the
data.

INVARIANTS

Quantities which do not change when the
image is, for example, rotated. We will assume
that images have been normalized by placing
the center of mass at the origin.

o i
Moments of set S: m,j = a le]

(xyJi s

Euclidean invariant (doesn’t change under

rotation):
My + M2
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Face
Recognition
Using
Eigenfaces

M.A. Turk and A.P. Pentland:

Eigenfaces for Recognition. Journal of
Cognitive Neuroscience, 3 (1):71--86, 1991.

Introduction
o What?

« Automatic Learning and
Recognition
« Realtime despite high complexity
e Why?
¢ Security systems
* Criminal identification and
investigations.
« Computerinterface
¢ How?
« PCA
*  “Face space”

What is Face
Recognition?
* You have aset of familiar faces.

Given anew face, do you
recognizeit or not?




Background and The idea

How can wetell apart elephants and giraffes, H . H
Related Work bt ey an gt and naghts Reminder: Linear Algebra

¢ Previous

approaches

« Key features: eyes,
n(%le, mouth, r%,ed
outline

« Featuredetection

« Face model by
position, size'and
relation of features

« Geometrichashing

weight Answer: they lie near x ¥z

x|y
different linear y
subspaces. |:| y d:l |z |
X oD X 3D

1D X

« Difficulties
« High complexity

« A lot of preprocessing (for example
edge detection).

A a2
An n’ nimageisembeddedin A" .

height




Example of Dimension
Eigenfacesfor

o Eigenfacesvs FFT Delag ease
Recognition y ;
Basic Idea Average face DC- Averageof picture \X }
(] ° 9
* Pictureisin multidimensional . - o o o
Space : J J
— Matrix representation of pictures ) X ] N [
+ 256x256 pixels = 65536 dimensions 2D 2D 1D
 Face pictures are a subspace of
picture space Reconstruction X y
— “Face space’ y
* Lessdimensions
« Images stored in series of weights e Y

c x|

1D 2D 2D

« Eigenvectors—Eigenfaces
* FFT — sinusoids, “face space” -
eigenfaces




Recognition process steps.

1. Initidization

2. Get the new image and project it
to face space

3. Determineif theimageisaface
atall

4. Recognition

5. Learning

Initialization: calculating

Eigenfaces

PCA=Principal Component Analysis
Given aset of images{qbyGf, ...} calculate
the covariance matrix C, by first subtracting
theaverageimageY .Y iscaculated by
summing up the M images and dividing by
M.
Thisgivesyouasetof MF's. F =G-Y)

M

19
— t— T
C=—aFFi=AA
i=1
WhereA=[F ,,F ,,F,.F ]
Y ou can then calcul ate the eigenvectors for
these matrices.

But calculating with AAT is solving a matrix
that isNxN!!! It°stoo much! For example:
for a picture 100 X100 ,N=10000.

Initialization: calculating
Eigenfaces
The Trick

ATA is an MxM matrix. Where M isnumber
of pictures.

By doing some manipulationswe can usethis.
If the eigenvectorsarev, then ATAv, =1 v,
Multiplying both sidesby A givesyou
AAT(AV), =1,(Av),

Av, istheset of eigenvectorsfor AAT

Soyou can use ATA to get v;, and you can use
Av, to get theeigenvectorsfor AAT -- don't
have to deal withNxN matrices, just MxM.

For example: for 200 pictures 100 x100, we
will deal with 200 x200 matrix instead of
10000 x10000 matrix!




Initialization: calculating Initialization: calculating

Eigenfaces Eigenfaces
The Trick.
Lets take 2 pictures, 3 pixels each: Eigenvector formula..
f=(f,f,f 0=(0,,9%.9,) . Tocalculatetheegmvectorsyoumustflrst
(ot ;e)fj @6 glg; 3f f,6 calculatetheaqenvalues by using|C-11]=0
So, wewill get: A=¢r, g2 A'=f ' ° % and solving for
§, 0.5 L % Y0 * YouthensolveCv =1v
@ (2412412 ftaf.+a.t0 No more math!
ANA=G 2 3 9 ’, gz; 923? * Youcandeletesomeof the eigenfaces, the
&o.f+0,f+0f, 07+, +0, 5 oneswith with the smallest associated
eigenvaues.
@fi+g  fif,+g0, fif,+09,0 + Onceyou have the eigenfaces, you should use

AAT=cRf, g0, TP+ ffi+0,0:%
¢ 24042
ehl*ag fh+eg 17+ 4 YouSorethe|m§$asasen$ofwe|ghts
But: which are the coefficientsin face space, or
ATAV=Ivb AAAV=] (AYP (AA)(AV) =] (A simply theinner productswith the eigenfaces
(A AV=IvE AAAV=]( V), ,(AA)( V=1AY (Wh?%areorthogon
So, we can solve only 2x2 matrix instead of 3x3
matrix, and then get the eigenvectorsv; for AAT
simply by the multiplicationy; =Av,

themfo project thetraining setinto“ face
space” .

Initialization: Eigenfaces
example

Training g\éeerage

/. Eigenfaces
=




Get the New Image

A new face image (G is projected into
“ face spacg” by a simple operation
(projection):

w, =, (G Y) for k=1,...M°

Vector WE=(Wy W,,..W ) represents
input image in “face space’, where
weight w; — contribution of each
eigenface

Determinelf theImageisa
Face at All

7 origind  projection
A face, used for
training

T

Aface,-not used for training

s

(&

1 The best
case: on
thesubspace

2,3 Close enough

4,5 Too far— not
aface ‘

Not a face, not used for
training

Recognition
Face class(O,) isthe set of faces of one person
Torecognizewewill find the minimum

of g =]0-0y
andif g isbelow somethreshold q, face
belongsto personk,
Otherwise thefaceisclassified as
“unknown”.
unknown
Face class recognized
example
3 4
2| 2
E & Q
y)
d
( _
recognized ace
ecognz y) L \_space




Learning

If same unknown case is seen several times,
calculate its characteristic weight pattern
and incorporate into the known faces —
create anew face class (i.e., learn to
recognize it)

Using Eigenfacesto
Detect Faces

“ Face map” creation. The distance from
sub image in a point to face space is used
as a measure of “ faceness'.

Facemap. Low values(dark area) indicatethe
presenceofface

Frontal Recognition Rates

Face space dimension impact on face
recognition




Improving

Summary
R How does this method perform
1. Eliminating the Background compared to other methods?

« Becausetheeigenvectorsonly need to be
computed once and are easy to find, thisis
very fast compared to other methods.

0L

image « Other methods require asignificant amount
. . . of preprocessing, wherethisdoesnot. i.e.
2. Scaling and Orientation calculating the edgeswithin animage)
e Pyramids + Eigenfacesare accurate but have ahard
e +/- 450 rotation time dealing with discrepancies between
. . thetraining and testing setsinlight,
3. Multi pl eViews cameraangle, and variable facial features.

(i.e. smiling, mustaches, glasses, etc.)




